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ABSTRACT

New multimedia services accessible via the Internet are strongly driving the
demand for the residential and commercial broadband wireless networks.

In this thesis the author proposes a channel-oriented solution - W-CHAMB
(Wireless CHannel-oriented Ad-hoc Multihop Broadband) network - for self-
organizing broadband multihop networks. In comparison with HiperLAN /2,
the advanced features of W-CHAMB are its multihop ability and decentra-
lized Medium Access Control (MAC). In comparison with IEEE 802.11a,
W-CHAMB achieves a much higher network efficiency for short to medium
size packets. More importantly, IEEE 802.11a has no means to support QoS
of real time services in a multihop environment. W-CHAMB is a conver-
gence of HiperLAN/2 and IEEE 802.11a.

The design concept based on the ISO/OSI reference model provides the
guideline of the protocol design. After the hidden station problem and the
unsuitability of existing MAC schemes are discussed, the thesis presents new
ideas and solutions of W-CHAMB air interface for self-organizing multihop
networks with QoS guarantee.

For the purpose of performance evaluation a simulation tool based on the
prototypic implementation of protocols in SDL is developed. The multihop
traffic performance of W-CHAMB, IEEE 802.11a and HiperLAN/2 is in-
tensively evaluated stochastically using the simulation tool. In addition to
the computer simulation, W-CHAMB air interface is mathematically mo-
deled using probability theory and the two dimensional Markov Chain. The
analytical results are compared with the simulation results to validate each
other.



KURZFASSUNG

Die neuen Internet Multimediadienste haben eine starke Nachfrage nach
kommerziell und zu Hause nutzbaren drahtlosen Breitbandnetzen geweckt.

In dieser Arbeit schldgt der Autor eine kanalorientierte Losung - W-CHAMB
(Wireless CHannel-oriented Multihop Ad hoc Breitband) Netz - fiir selbst-
organisierende Breitband Multihop Funknetze vor. Im Vergleich mit Hiper-
LAN/2 sind die besonderen Eigenschaften von W-CHAMB die Multihop-
fahigkeit und die dezentralorganisierte Zugriffsteuerung zum Funkmedium
(MAC). Im Vergleich mit IEEE 802.11a erreicht W-CHAMB einen viel ho-
heren Netz-Durchsatz fiir kleine bis mittelgroe Pakete. Auferdem ver-
fiigt IEEE 802.11a {iber keine M&glichkeiten, die Dienstgiite von Echtzeit-
Diensten in einem Multihop Netz zu unterstiitzen. W-CHAMB ist aus der
Konvergenz von HiperLAN/2 und IEEE 802.11a entstanden.

Das Konzept des Protokollentwurfes basiert auf dem ISO/OSI Referenz-
modell. Nach der Diskussion des Problems der versteckten Station und der
mangelnden Eignung der bisher standardisierten MAC Protokolle damit um-
zugehen, stellt der Autor die neuen Ideen und Losungen von W-CHAMB
vor.

Fiir die simulative Leistungsbewertung wird ein Simulator entwickelt, der
auf der prototypischen Implementierung von Protokollen in SDL basiert.
Die Multihop Dienstgiite von W-CHAMB, IEEE 802.11a und HiperLAN/2
werden intensiv stochastisch mit dem Simulator untersucht. Aufer durch
Computersimulation wird die W-CHAMB Funkschnittstelle durch Wahr-
scheinlichkeitstheorie und mit zweidimensionalen Markovketten mathema-
tisch modelliert und analysiert. Die analytischen Ergebnisse werden durch
die Simulationsergebnisse validiert.
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CHAPTER 1

Introduction

he future wireless network will feature broadband transmission, multi-

media support, self-organization and QoS guarantee. New multimedia
services accessible via the Internet are strongly driving the demand for the
residential and commercial broadband wireless networks. Meanwhile, the
development of the high performance radio technology has made the broad-
band wireless networking technology feasible.

Due to the high bandwidth needed for the broadband transmission, the 5
GHz band that has been opened for the personal communication as license-
exempt frequency spectrum is the most promising frequency spectrum for
broadband wireless networks. Figure 1.1 shows that 455 MHz license-ezempt
spectrum in the 5 GHz band has been allocated in Europe [41, 44, 115].
300 MHz of unlicensed spectrum is available in the USA, and 100 MHz in
Japan. Specifications for Power Control (PC) and Dynamic Frequency Se-
lection (DFS) exist in Europe for the efficient use of this spectrum band.
The values given for the Equivalent Isotropic Radiated Power EIRP in Fig-
ure 1.1 relate to the maximum average transmit power in Europe. PC or
DFS is not required in the USA. There the EIRP values relate to the maxi-
mum peak transmit power. In Japan carrier sensing every 4 ms is required
for the operation at 5 GHz.

200mW EIRP 1W EIRP 4w EIRP
indoor outdoor D USA ‘ outdoor D
N

Carrier sensing Japan
every 4 ms

N

200mW EIRP Europe 1W EIRP
indoor, DFS & PC outdoor, DFS & PC
i i i >
5.15 5.25 5.35 5.47 5.725 5.825

Frequency [GH]

Figure 1.1: License-exempt frequency spectrum at 5 GHz



2 1. Introduction

As 5 GHz or higher frequencies have very unpredictable propagation charac-
teristics and very limited ability to penetrate an obstruction, the communi-
cation zone is irregular in shape and there exist severe shadowing problems.
In most cases, communication is only possible between wireless stations with
line of sight connections. Thus, multihop transmission must be considered
to overcome the shadowing problem and to achieve a reasonable communi-
cation coverage. Self-organization is a very attractive feature for broadband
wireless networks with multihop capability [129].

In Europe, HiperLAN/2 was standardized by the ETSI project BRAN in
April 2000. In the U.S., the standard IEEE 802.11a has been developed
to extend IEEE 802.11. IEEE 802.11 is a WLAN standard that provides
detailed medium access control (MAC) and physical layer (PHY) specifica-
tions [61]. Both systems, ETSI HiperLAN/2 and IEEE 802.11a, operate at
the 5 GHz frequency band and provide transmission rates up to 54 Mb/s
[27, 28, 60].

IEEE 802.11a uses the MAC protocol of IEEE 802.11 that was originally
developed for wireless Ethernet networks with a transmission rate of 1 to 2
Mb/s [61]. The MAC protocol of IEEE 802.11 is not suited for broadband
wireless networks due to its inefficiency for transmission of short data pack-
ets and no QoS guarantee [8, 127, 132]. Supporting multimedia services
with QoS guarantee is essential for the future broadband wireless networks.

ETSI HiperLAN/2, on the other hand, can support high performance multi-
media services with QoS guarantee. But its centralized MAC solution is not
suited for self-organizing networks [122, 123]. Due to the propagation condi-
tions at the 5 GHz license-exempt frequency band the application scenarios
of HiperLAN/2 are limited. It is important to extend the HiperLAN/2 to
be a decentralized self-organizing network with QoS guarantee.

The objective of this thesis is to design and evaluate a self-organizing broad-
band wireless network with multihop transmission capability and QoS guar-
antee for high performance multimedia services.

The thesis is organized as follows:

Chapter 1 is a short introduction of the motivation to design a self-organizing
wireless broadband multihop network with QoS guarantee. Multihop trans-
mission and self-organization are viewed as two important issues of the
future broadband wireless networks.



Chapter 2 describes three broadband wireless systems, HiperLAN/2, IEEE
802.11 and W-CHAMB (Wireless CHannel Oriented Ad hoc Multihop Net-
work [132]), that are expected to take a significant role in the next generation
wireless communications.

Chapter 3 presents the design concept based on the ISO/OSI reference
model. The hidden station problem and the unsuitability of existing MAC
schemes for self-organizing broadband networks are reviewed.

Chapter 4 presents the main contributions of this thesis namely the design
of protocols and algorithms of the W-CHAMB network.

Chapter 5 describes details of the simulation tool that is based on the pro-
totypic implementation of protocols in SDL.

Chapter 6 evaluates the W-CHAMB traffic performance. The W-CHAMB
MAC protocol is modeled and analyzed using probability theory and the
two dimensional Markov chain method. The analytical results are compared
with the simulation results. The mathematical model reveals insights of the
W-CHAMB air interface behavior. Using the stochastic simulation tool the
integrated W-CHAMB traffic performance is studied intensively and more
insights of the W-CHAMB traffic performance are revealed.

Chapter 7 is dedicated to the comparison of W-CHAMB with IEEE 802.11a
and HiperLAN/2. The multihop traffic performance of the three broadband
networks is intensively compared.

Chapter 8 concludes the thesis.






CHAPTER 2

Broadband Wireless Networks

fter the standardization of the 3G (3rd generation) systems, researchers

are beginning to develop concepts and technologies for the wireless sys-
tems beyond 3G. In the ITU/R international wireless system standardiza-
tion organization, WP-8F was organized in November 1999 to investigate
and standardize the wireless systems beyond 3G. In [85], a concept and
possible technologies for the systems beyond 3G were presented. Higher
transmission rate and lower system cost are regarded as the key require-
ments of the system beyond 3G. In [10], a vision for the future of wireless
communications beyond 3G, which consists of a combination of several op-
timized access systems connected to a common IP based medium access and
core network platform is proposed.

Major applications of the system beyond 3G will require a transmission rate
of at least 20 times higher than that of 3G. This chapter introduces three
broadband wireless networks, ETSI HiperLAN/2, IEEE 802.11a and W-
CHAMB, that are expected to take a significant role in the future wireless
communications beyond 3G.

2.1 ETSI HiperLAN/2

HiperLAN/2 is a reservation oriented high performance radio technology
specified by the European Telecommunication Standards Institute (ETSI)
[20, 21, 28]. The system operates at the 5 GHz license-exempt frequency
band [27]. HiperLAN/2 provides a uniform broadband wireless access plat-
form to carry any type of user data, such as Ethernet frames, ATM cells
and IP packets [18, 19, 23, 24, 25, 26].
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2.1.1 HiperLAN/2 MAC protocol

In HiperLAN/2, a fully centralized MAC protocol based on Dynamic Slot
Assignment (DSA+-+ [121]) is specified [20, 21]. A central controller as-
signs radio resources within a HiperLAN/2 MAC frame. The assignment
of resources may change from frame to frame. The fixed length of a Hiper-
LAN/2 MAC frame (tsrqme = 2ms) consists of three major phases as shown
in Figure 2.1. The broadcast phase is used to transport the control informa-
tion and carries the Broadcast Control Channel (BCCH), the Frame Con-
trol CHannel (FCCH) and the Random Access Feedback Channel (RFCH).
The BCCH transmits control information through the Broadcast CHannel
(BCH) protocol data unit (PDU) in each MAC frame. It provides informa-
tion about transmission power levels, starting point and length of the Frame
CHannel (FCH) and the Random CHannel (RCH). The BCCH is 15 bytes
long and is transmitted using the most robust modulation scheme available,
i.e. BPSK 1/2 [27]. The RFCH provides information through the access
feedback CHannel (ACK) on access attempts made by WSs in the RCH of
the previous MAC frame. The downlink, direct link and uplink phases are
used to transport data PDUs between the central controller and WSs or be-
tween WSs directly. The random access phase is used for the initial access
to the network, for handover indication and for requesting radio resources.

Two kinds of PDUs, the long PDU (LCH PDU) and the short PDU (SCH
PDU) are specified. A LCH PDU is 54 bytes long and contains 48 byte
payload, which is the same as that of an ATM cell. An SCH PDU is
9 bytes long and contains 52 bits for signaling data. In order to reduce
physical overhead, all LCH and SCH PDUs in one MAC frame belonging
to connections of the same MT are combined to a PDU train. A detailed
description of the HiperLAN/2 MAC protocol can be found in [20].

2.1.2 HiperLAN/2 HEE

The communication between home devices including the support of IEEE
1394 is another purpose of HiperLAN /2. The HiperLAN/2 Home Environ-
ment Extension (HEE) specifies an ad hoc network configuration to allow
plug-and-play operation [22]. The HiperLAN/2 HEE uses the same MAC
protocol as described in Section 2.1.1. The central control function is per-
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Figure 2.1: HiperLAN/2 MAC frame

formed by a Central Controller (CC). The network is self-organized by two
functions: CC selection and CC handover.

The HiperLAN/2 HEE is designed for one single cluster. A multihop net-
working concept is presented in [54] to extend HEE to a multi-cluster and
multihop network. Terminals of two different clusters may communicate
via terminals that are able to participate in both networks. A terminal
can participate in two clusters at the same time, if it is in the transmission
range of both CCs in the respective clusters. In [91] a Multiple-Frequency
Forwarder concept is presented to realize such a terminal.

To extend the HEE to a multihop network can be viewed as a centralized
solution for a self-organizing multihop network. CC selection and CC han-
dover may be suited for a home environment, but appear to be too compli-
cated for a large outdoor network. Moreover, Multiple-Frequency Forwarder
and multi-cluster operation suffer from the inherent spectrum inefficiency.

2.1.3 HiperLAN/2 with FMT

To enhance the communication range of HiperLAN/2, a Forwarding Mobile
Terminal (FMT) concept is presented in [38]. A Remote Mobile Terminal
(RMT) is an MT that cannot communicate directly with the AP on the
one hop link but needs a forward link for two hop communications. An MT
associated with the AP and located at the edge of the AP coverage area may
perform the function of a forwarder. In [38] a possible implementation of the
time shared forwarding concept without large modification to the existing
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HiperLAN/2 specification is proposed. A HiperLAN/2 MAC sub frame is
generated by the FMT to communicate with the RMTs associated with it.
The uplink phase capacity assigned to the FMT in the HiperLAN/2 MAC
frame, see Figure 2.1, is exploited by the FMT to define the sub frame and
to transmit its own uplink traffic if any. The structure of the sub frame is
identical to that of the MAC frame. The limitation of this solution is that
the MAC sub frame causes too much protocol overhead. An increase of the
number of FMTs degrades the traffic performance substantially.

2.2 |IEEE 802.11a

IEEE 802.11a is the physical layer specification of IEEE 802.11 at 5 GHz
[60]. In this thesis IEEE 802.11a refers to the IEEE 802.11 WLAN working
at 5 GHz. In contrast to HiperLAN/2, IEEE 802.11 uses a distributed
access scheme that consists of DCF and PCF [61]. In the IEEE 802.11,
DCF (Distributed Coordination Function) is the fundamental mechanism of
the medium access control (MAC). DCF is based on Carrier Sense Multiple
Access with Collision Avoidance (CSMA/CA) and shall be implemented
in all stations. DCF can work without any AP and can realize multihop
communication. PCF (Point Coordination Function) is an optional access
method that is implemented on top of the DCF. PCF is a mechanism used
in IEEE 802.11 WLAN to achieve a contention free access to support time-
bounded service by a point coordination station. A high speed physical layer
in the 5 GHz band, called IEEE 802.11a, has been specified as a supplement
to IEEE 802.11. The data rates of IEEE 802.11a will be up to 54 Mb/s.

2.2.1 DCF

DCF has two mechanisms to access the medium, namely the basic access
mechanism and the RTS/CTS mechanism. Both mechanisms use an ex-
ponential backoff scheme and an immediate transmission of a positive ac-
knowledgment (ACK) by the receive station.

The reason of using the random backoff is to reduce the collisions owing
to the transmissions by more than one station at the same time. This
is the collision avoidance (CA) feature of the protocol. According to the
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DCF (see Figure 2.2), a station must sense the medium before initiating
the transmission of a packet. If the channel is idle for a period of time equal
to a distributed inter frame space (DIFS), the station transmits. Otherwise,
if the channel is sensed busy (either immediately or during the DIFS), the
transmission is deferred and the backoff process is started. The station
generates a random backoff interval before transmitting. It is based on the
idea that after the channel was busy for some time, the probability of more
than one station that wants to access the channel will be high. So the risk of
collision will be high. Through the back off process, most collisions resulting
from the simultaneous access can be avoided.

DCF employs a discrete-time backoff scale. The time immediately follow-
ing an idle DIFS is slotted, and a station is allowed to transmit only at
the beginning of each time slot. The slot time, 7, is set equal to the time
needed at any station to detect the transmission of a packet from any other
station. It accounts for the propagation delay, Rx TX Turnaround Time
and medium detection time. The station computes a random number uni-
formly distributed between zero and a maximum (w-1). w is called Con-
tention Window (CW) and depends on the number of transmissions failed
for the packet. At the first transmission attempt, w is set equal to a value
CWnin. After each unsuccessful transmission, w is doubled, up to a maxi-
mum value CWee = 2™CWiin. After a successful transmission, w is reset
to CWinin. The random number is multiplied by the slot time 7, resulting
in the backoff interval used to set the backoff timer. This timer is decre-
mented only when the medium is idle, whereas it is frozen when another
station is transmitting. Fach time the medium becomes idle, the station
waits for a DIFS and then periodically decrements the backoff timer. The
station transmits when the backoff timer expires.

Since a sending station cannot detect any ongoing collision in a wireless
environment, an explicit transmission of an ACK by the receive station
is used to notify the sending station that the transmitted frame has been
successfully received. The ACK is transmitted at a time interval equal to
the SIFS (short inter frame space) after the end of the reception of the
previous one. If the sending station does not receive the ACK within a
specified ACK _Timeout, it reschedules the frame transmission according
to the given backoff rules.
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Figure 2.2: IEEE 802.11 basic access mode

As an example, Figure 2.2 illustrates the operation of the basic access mech-
anism. Five stations share the same radio medium. We assume that a packet
arrives at station 2, station 3 and station 4 during the transmission period
of station 1. As these stations sense the medium as being busy, they defer
the transmission and execute a backoff process. Their backoff timers are
decremented after the medium is idle for a time interval greater than DIFS.
Station 3 transmits its packet earlier than other two stations as its back-
off timer expires earlier. The timers of Station 2 and Station 4 are frozen
during the transmission period of station 3 until the medium is idle for a
time interval greater than DIFS again. The transmissions of Station 2 and
Station 5 collide as their timers expire at the same time.

The limitation of CSMA /CA in comparison with CSMA /CD in IEEE 802.3
is that an unsuccessful transmission cannot be detected at the beginning. A
sending station has to wait the ACK from the receiver to know whether its
packet has been successfully received. If the packet cannot be successfully
received, the channel resources are wasted. The larger the packet of an
unsuccessful transmission, the more the channel resources wasted. There
are two reasons that the packet cannot be received. (1) the receiver is
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out or the decode range of the transmit station. (2) The receive station is
interfered.

To reduce the waste of bandwidth due to the unsuccessful transmission of
large packets, DCF defines an additional four way handshaking technique.
With the RTS/CTS mechanism, a station that wants to transmit a data
frame, waits until the channel is sensed idle for a DIFS, follows the backoff
rules explained above, and then, instead of a data frame, transmits a special
short frame called Request to Send (RTS). When the destination station can
receive the RTS packet, it responds, after an SIFS, with a Clear to Send
(CTS) packet. The source station is allowed to transmit its data frame after
an SIFS only if the CTS packet has been correctly received.

The RTS/CTS packet carry the information of the length of the data frame
to be transmitted. Other stations that receive this information are able to
update a network allocation vector (NAV) containing the information of the
period of time in which the medium will remain busy.

2.2.2 PCF

As DCF has no means to support a time-bounded service, IEEE 802.11
defines PCF to permit a Point Coordinator (PC) to have priority access to
the medium. Stations that are able to respond to polls by the PC are called
Contention Free Pollable (CF-Pollable). Besides the AP, only CF-Pollables
are able to transmit frames according to the PCF. PCF has no multihop
ability.

2.3 W-CHAMB

The aim of this thesis is to develop a new air interface to form a W-CHAMB
(Wireless CHannel-oriented Ad-hoc Multihop Broadband) network that is
suited for the next generation wireless multimedia communications. The ad-
vanced features of W-CHAMB are self-organization, multihop transmission
and QoS guarantee [127].

Figure 2.3 shows the W-CHAMB network architecture. Wireless Stations
(WSs), e.g. Pocket Computers or Laptops, can communicate with each
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Figure 2.3: W-CHAMB network architecture

other directly or through one or more WSs acting as relays to reach their
destinations. If an access point (AP) to a fixed core network is available, the
W-CHAMB network WSs can be integrated with the fixed core network.
With a number of APs, a large communication zone can be achieved to
provide a public/private radio access network with a full coverage of an
area of any size.

The most challenging task to realize such a self-organizing multihop network
with QoS guarantee is to design an efficient MAC protocol. In addition to
general requirements of a MAC protocol, such as simplicity, efficiency and
reliability, the design challenges of a MAC protocol for a self-organizing
broadband wireless network are provisioning different QoS requirements to
various services and realizing statistical multiplexing of bursty traffic in a
self-organizing multihop networking environment.

2.3.1 QoS Provisioning

Most MAC schemes rely on a central control to allocate radio resources to
meet the QoS requirements for various services [30, 59, 65, 94, 99]. These
kinds of MAC schemes can function well if all the WSs can successfully re-
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ceive the control information from the central control and the central control
can receive the resource requirements from the WSs. In the broadband wire-
less networking environment at the 5 GHz unlicensed frequency spectrum
with hidden station and shadowing problems, such kind of assumption is too
optimistic. Without a central control, provisioning QoS to different services
must be realized in a fully distributed manner. A distributed algorithm is
necessary to give urgent data packets higher priority to access the common
wireless channel.

2.3.2 Statistical Multiplexing

As the broadband multimedia traffic is bursty in nature, statistical mul-
tiplexing among these traffic streams must be considered to use radio re-
sources efficiently [51, 58, 63, 75, 82]. This requires a WS to release its
channel reservation at the end of an information burst and to reserve the
resource again after the arrival of the next information burst. A WS needs
to contend with other WSs to reserve the channel resources dynamically.

2.3.3 Asymmetric Traffic

In the future broadband wireless networks, asymmetric traffic will dominate
in the traffic flows, mainly from IP applications. It will be very beneficial
to separate the two directions of a bidirectional communication connection.
This feature makes it impossible to piggyback an ACK (acknowledgment)
in the data packet for the purpose of the ARQ (automatic repeat request)
protocol. A new method needs to be developed to acknowledge a received
data packet.

2.3.4 Synchronization

It is much more difficult to maintain synchronization in a self-organizing
network than in a centralized one hop network. As the W-CHAMB MAC
protocol is based on a frame structure, the synchronization issue needs to
be solved. Three approaches may be used to maintain synchronization in
a self-organizing network. In the IEEE 802.11 standard [61], all concerned
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stations are synchronized to a common clock using a timing synchronization
function. The timing synchronization function in an ad hoc (self-organizing)
network is implemented via a distributed algorithm that is performed by all
concerned stations. All stations shall transmit Beacons according to an algo-
rithm specified in [61]. In [89], another synchronization scheme to maintain
a global clock is proposed. This scheme is adopted in [5]. The synchroniza-
tion in a self-organizing network can also be realized by an external radio
clock which has a large coverage [133]. Further experimental study is neces-
sary to decide which synchronization scheme is best suited for W-CHAMB
networks.

2.3.5 Shadowing Problem

Broadband wireless networks operating at 5 GHz frequencies have severe
shadowing problems. The multihop transmission capability is needed to
solve the shadowing problem to achieve a reasonable communication cover-
age.

2.3.6 Hidden Station Problem

The most challenging problem in designing a MAC protocol for a self-
organizing broadband wireless network is the existence of hidden stations.
The hidden station problem is addressed in Section 3.3 in details.



CHAPTER 3

Design Concept of Self-organizing Wireless
Broadband Networks

n this Chapter the design concept based on the ISO/OSI reference model
Iis presented. There are a number of common issues involved in the de-
sign of self-organizing wireless broadband networks. These include efficient
methods for sharing the common radio channel, methods for determining
connectivity and using that connectivity to route data through the network,
methods for achieving reliable communications in a noisy radio environ-
ment, and methods for managing and controlling the distributed network.
The function to be performed may be organized into a linear hierarchical
structure, as defined in the ISO/OSI reference model. This allows the dis-
cussion of design issues underlying a packet communication to be done by
focusing on one layer at a time.

3.1 1SO/0SI Reference Model

The International Standardization Organization (ISO) specified a generally
accepted model, the ISO/OSI reference model, for Open Systems Intercon-
nection (OSI). The model refers to almost all the communications systems in
use today [67]. The ISO/OSI reference model defines the hierarchical layers
of the entire communication process. Each layer except the top one offers
services to the layer directly above it. The hierarchical model facilitates
the protocol development. If a change is undertaken in one of the layers, it
does not affect the others. Furthermore, the structure of the layers makes
it easier for protocols to be implemented and standardized.

The ISO/OSI reference model is based on different principles. Each layer
carries out a precisely defined function, and each function has been stip-
ulated in line with internationally standardized protocols. The boundary
lines between the individual layers have been established to minimize the
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Figure 3.1: ISO/OSI reference model

data flow over the interfaces. Each higher layer represents a new level of
abstraction from the layers below it. To keep the number of layers and
interfaces to a minimum, several different functions have also been added
to the same layer. A seven layer model (see Figure 3.1) was created as a
result of these considerations.

A brief description of the different tasks of the seven layers of the ISO/OSI
reference model is the following [115]:

Physical layer: The bit transmission layer (physical layer) provides the basis
for communication and facilitates the transmission of bits over a commu-
nications medium. Layer 1 describes the electrical and mechanical charac-
teristics, e.g., standardized plugs, synchronized transmission over cable or
radio channels, synchronizing techniques, signal coding, and signal levels for
the interface between terminal equipment and line termination.

Data link layer: The task of the data link layer is to interpret the bit stream
of layer 1 as a sequence of data blocks and to forward them error free to the
network layer. Error-detection or correction codes are used to protect data
from transmission errors. Thus, for example, systematic redundancy that
is used at the receiving side for error detection is added by the transmitter
to the data, which is transmitted in blocks (frames).

These frames are transmitted sequentially between peer entities of layer
2. If a transmission error is detected then an acknowledgment mechanism
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initiates a retransmission of the block and guarantees that the sequence will
be maintained.

The data link layer adds special bit patterns to the start and to the end of
blocks to ensure they are recognized. Because of flow control on both sides,
the logical channel can be used individually by the communicating partner
entities.

Layer 2 contains the access protocol for the medium and the functions for
call set-up and termination with regard to the operated link.

Network layer: The network layer is responsible for the setting up, oper-
ation and termination of network connections between open systems. In
particular, this includes routing and address interpretation, and optimal
path selection when a connection is established or during a connection.

Layer 3 also has the task of multiplexing connections onto the channels of
the individual subnets between the network nodes.

Transport layer: The transport layer has responsibility for end-to-end data
transport. It controls the beginning and the end of a data communication,
carries out the segmentation and reassembly of messages, and controls data
flow. Error handling and data security, coordination between logical and
physical equipment addresses and optimization of information transport
paths are also within the range of this layer’s tasks.

The transport layer represents the connecting link between the network-
dependent layers 1-3 and the totally network-independent overlaid layers 5-
7, and provides the higher layers with a network-independent interface. The
transport layer provides a service with a given quality to the communicating
applications processes, regardless of the type of network used.

Session layer: The session layer controls communication between partici-
pating terminals, and contains functions for exchange of terminal identifi-
cation, establishing the form of data exchange, dialogue management, tariff
accounting and notification, resetting to an initialized logical checkpoint
after dialogue errors have occurred, and dialogue synchronization.

Presentation layer: The presentation layer offers services to the application
layer that transform data structures into a standard format for transmission
agreed upon and recognized by all partners.
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It also provides services such as data compression as well as encryption to
increase the confidentiality and authenticity of data.

Application layer: The application layer forms the interface to the user
or an applications process needing communications support. It contains
standard services for supporting data transmission between user processes
(e.g. file transfer), providing distributed database access, allowing a process
to be run on different computers, and controlling and managing distributed
systems.

3.2 Design Concept Based on the ISO/OSI Reference
Model

The ISO/OSI seven-layer architecture model is a widely accepted, useful
framework for network design and provides a natural basis for description of
the design concept of the self-organizing network [76]. The network consists
of mobile nodes that are geographically dispersed over distances that may
be beyond line of sight. In particular, a node has no a priori knowledge of
the location of other nodes, the connectivities of the network, nor even of
its own neighbors. Thus the first task of the network design is to provide
the means by which the existing connectivities among the nodes can be
discovered. This is a basic issue that resides in the physical layer of the
ISO/OSI reference model.

Once this is achieved, the next step is to determine how to transform the
discovered connectivities into reliable communication links. This is the issue
that resides in the data link layer of the ISO/OSI reference model. Actu-
ally, in a wireless network in which the communication medium is a multiple
access channel the situation is somewhat complicated by the potential inter-
ference between simultaneously transmitted signals. Thus, new issues arise,
such as when and how to activate or enable the links determined by the
discovered connectivities.

Agsuming the issue of link utilization gets resolved, the next natural question
is how to route messages through the network whose destinations are more
than one hop away, which is clearly a network layer issue.
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3.2.1 The Physical Layer

Self-organizing broadband wireless network operating at the 5 GHz license-
exempt frequency spectrum shall use OFDM (Orthogonal Frequency Divi-
sion Multiplexing) schemes as its physical layer to increase the robustness
against frequency selective fading or narrow-band interference [17, 27, 34,
60, 110]. In a single carrier system, a single fade or interference can cause
the entire link to fail, but in a multi-carrier system, only a small percentage
of the sub-carriers will be affected. Error correction coding can then be
used to correct for the few erroneous sub-carriers. OFDM is an efficient
way to deal with multi-path fading. For a given spread, the implementation
complexity is significantly lower than that of a single carrier system with
an equalizer. In addition, using the DFT-based multi-carrier technique,
frequency-division multiplex is achieved not by bandpass filtering but by
baseband processing.

The word orthogonal indicates that there is a precise mathematical rela-
tionship between the frequencies of the carriers in the system. In a normal
frequency-division multiplex system, many carriers are spaced apart in such
a way that the signals can be received using conventional filters and de-
modulators. In such receivers, guard bands are introduced between the
different carriers and in the frequency domain which results in a reduction
of spectrum efficiency. In an OFDM signal, the sidebands of the individual
carriers overlap. To receive the signals without adjacent carrier interference
the carriers must be mathematically orthogonal.

The basic principle of OFDM is to split a high-rate data stream into a
number of lower rate streams that are transmitted simultaneously over a
number of sub-carriers. Because the symbol duration increases for the lower
rate parallel sub-carriers, the relative amount of dispersion in time caused by
multi-path delay spread is decreased. Intersymbol interference is eliminated
almost completely by introducing a guard time in every OFDM symbol. In
the guard time, the OFDM symbol is cyclically extended to avoid inter
carrier interference.

The physical layer using OFDM schemes establishes digital link connectivity
among nodes in the network so that information paths may be established
from traffic sources to their destinations.
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After the nodes in a self-organizing network discovered each other, an overall
network organization structure that can be flexibly used to accommodate
the overall network operation is needed. Link connectivity can be deter-
mined using a distributed algorithm. Distributed algorithms are of impor-
tance for the survivability, robustness, and freedom from reliance on any
single node for network control. As links are discovered, a structure should
be formed that will permit:

1. communication between any pair of nodes;
2. avoidance of the hidden station problem:;
3. robust recovery from node or link losses and other topological changes.

After the existing connectivities, each of which represents a potential com-
munication link, are identified, a highly nontrivial question arises, namely:
How should these links be used? How should a node transmit over any of
these links, given the distributed nature of the network and the potential of
interference? These questions are issues of the second layer of the ISO/OSI
architecture.

3.2.2 Data Link Control

The communication resource available is the channel. This resource must
be shared by, and therefore allocated to the users of the network. This issue
is addressed in the Medium Access Control (MAC) sublayer of the Data
Link Control (DLC) layer. The traditional way of allocating bandwidth
is via frequency division multiple access (FDMA), under which each user
is provided a different portion of the frequency band for its exclusive use.
The time-domain counterpart of FDMA is time division multiple access
(TDMA) under which each user has exclusive rights for the use of the entire
channel during predetermined, periodically recurring time slots [14, 113]. In
a multihop network it is also possible to reuse the communication resource
in a distant part of the network.

The performance of self-organizing networks depends on the way of the use
of the scarce channel resources. The key to an effective resource-sharing
scheme is the ability to share or reuse the resource as efficiently as possible.
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There are three main domains in which we can achieve channel sharing:
frequency, time and space.

Time reuse and its management is usually referred to as the channel access
protocol. We can classify channel access protocols in terms of how much
knowledge about the system state is used in making decisions. The simplest
protocols (e.g. ALOHA [2]) require no system state information to operate;
more complex protocols (e.g., CSMA [70]), which tend to have better per-
formance, typically require additional state knowledge (such as the state of
the neighbors, obtained by the listening to the channel for CSMA). The key
point in spatial reuse is that when a node is transmitting in some part of
the network, it is possible to reuse the same frequency and time in another
part of the network with no significant interference.

To allocate the bandwidth in time and space to the nodes in the network,
four techniques are available, all of which may coexist: frequency division,
time division, code division, and spatial re-utilization of the bandwidth
resources.

In self-organizing broadband wireless networks, multiple access control takes
a very important role. The purpose of the MAC is to allocate the limited
radio channel resources among the wireless stations (nodes).

Conceptually, the multiple access in a self-organizing network can be viewed
as a distributed queuing system, see Section 6.1.2.1. Each wireless station
(WS) has a number of queues of packets to be transmitted. Packets that
have the same destination and service type are put in the same queue. The
common server of this distributed queuing system is the access channel. Ide-
ally, the server should view all the waiting packets as one combined queue to
be served by an appropriate queuing discipline so that the most urgent real
time packets will be served at first and the channel resources can be shared
efficiently and fairly among the wireless stations in the network. Unfortu-
nately, the server does not know which wireless station has packets to send;
Similarly, wireless stations are unaware of packets at other wireless stations.
Thus, the knowledge about the state of the queue is fully distributed.

The simplest way for a WS to send packets is that each WS, upon receiv-
ing a new packet, transmits it immediately. If a packet is involved in a
collision, it is retransmitted after a random delay. This scheme is known
as pure ALOHA. The pure ALOHA and its improvement called slotted
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ALOHA were widely used in wireless computer network in the 70s. The
difference between ALOHA and S-ALOHA is that WSs in S-ALOHA sys-
tem is synchronized on a slot basis and send a packet only at the beginning
of a time slot whose duration is exactly equal to the transmission time of
a single packet. The advantage of ALOHA and S-ALOHA systems is its
simplicity. It worked well in the early wireless networks, which had a small
amount of data packets to transmit. Its disadvantages are low throughput
and instability under high load. The maximum throughput of SSALOHA is
36%, which is double as much as that of an ALOHA system. The reason is
that in the SSALOHA system when two packets conflict, they will overlap
completely rather than partially, providing an increase in channel efficiency.

To improve the network throughput, CSMA or listening before talking, was
developed. In this scheme a WS attempts to avoid collisions by listening to
the carrier indicating another user’s transmission. For a system with small
propagation and detection delay, CSMA achieves much higher throughput
than an ALOHA system. But CSMA has the key disadvantage that its
performance degrades greatly if there exist hidden stations [107].

ALOHA, S-ALOHA and CSMA are three basic schemes for the multiple
access in the early packet radio networks. The basic ideas of these scheme
are still very important in the design of MAC for the modern wireless net-
works. However, these basic schemes can no longer be directly used for
self-organizing wireless broadband multihop networks as the requirements
of such networks have been changed significantly. To design a MAC protocol
for self-organizing broadband wireless networks, we face many challenges as
described in Section 2.3.

The other part of the DLC is the Logical Link Control (LLC) sublayer,
which is mainly responsible for the error control, such as Automatic Repeat
Request (ARQ) used in W-CHAMB. The general concept of ARQ is to
detect PDUs with error at the LLC entity and then to request the source
LLC entity to repeat the erroneous PDUs. Three basic ARQ schemes are
stop-and-wait, go-back-N and selective-repeat [6, 42, 43, 73, 125].

The stop-and-wait ARQ scheme is the simplest type of retransmission pro-
tocol. The basic idea is to ensure that each PDU has been received correctly
before initiating transmission of the next PDU. The source LLC entity sends
a PDU to the destination LLC entity and waits for an acknowledgment. If a
positive acknowledgment (ACK) is received, the source LLC entity sends out
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the next PDU; if a negative acknowledgment (NAK) is received, the PDU
is retransmitted. The performance of the stop-and-wait ARQ is strongly
dependent on the delay of the reception of the associated ACK/NAK mes-
sage.

The go-back-N ARQ scheme is the most widely used type of ARQ protocol in
narrow-band wired network. In contrast to the stop-and-wait ARQ scheme,
several successive PDUs can be sent without waiting for the ACK/NAK.
The destination LLC entity accepts PDUs only in the correct order and
sends the request number (RN) of the next expected packet back to the
source LLC entity. The effect of a given RN is to acknowledge all PDUs
prior to RN and to request transmission of the next PDU. The go back
number N >= 1 in a go-back-N protocol is a parameter that determines
how many successive PDUs can be sent in the absence of a request for a
new PDU. The go-back-N protocol has a kind of inherent inefficiency as all
PDUs following an erroneous PDU are discarded, regardless of whether or
not they are error-free.

The selective-repeat (SR-ARQ) is the most efficient ARQ protocol. The
basic idea of SR-ARQ is to accept out-of-order PDUs and to request re-
transmissions only for those PDUs that are not correctly received.

The fast ARQ scheme developed for W-CHAMB networks is as efficient as
SR-ARQ and as simple as stop-and-wait ARQ, see Section 4.4.4. The design
of the W-CHAMB DLC protocol is presented in Chapter 4 in detail.

3.2.3 Network Layer

A self-organizing network features fully automated network management. It
is self-configuring upon network initialization, reconfigures upon gain or loss
of WSs, and has dynamic routing. The network operation simply requires
that a WS has at least one other WS within its communication range. The
system discovers the radio connectivity between WSs and organizes routing
strategies dynamically on the basis of this connectivity. After initialization,
communication networks maintain a static topology in most cases. A unique
feature is that the network topology can be altered without affecting the
user’s ability to communicate. Although the connectivity may change in an
unexpected way as WSs move about, the automated network management
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procedures used are capable of sensing the existing connectivity in real time
and then exploiting this connectivity in order to continuously transport data
and control packets.

After a WS has been powered on, it begins the process of establishing and
maintaining local connectivity. As long as the WS is powered up, it an-
nounces its existence and information about the network topology from its
perspective periodically. Each WS gathers and maintains information about
network topology so that it can make independent decisions about how to
route data through the network to any destination. The best route is the
shortest route with good connectivity on each hop.

Routing is an important issue for multihop networks. Before a connec-
tion can be established, a route between the source and destination must
be found. The existing routing schemes designed for multihop wireless net-
works can be classified either as proactive or reactive [53]. Proactive schemes
attempt to continuously evaluate the routes within the network so that the
route will be known and can be immediately used when it is needed. The
family of Distance-Vector schemes [92] is an example of a proactive scheme.
Reactive schemes, on the other hand, invoke a route determination pro-
cedure on demand only. The family of classical flooding algorithms is a
reactive scheme.

The advantage of proactive schemes is that, once a route is queried, there
is little delay until a route is determined. In reactive schemes, route in-
formation may not be available at the time a route is needed. The delay
to determine a route can be quite significant. Moreover, the global search
procedure of reactive protocols requires significant control traffic. Because
of long delay and excessive control traffic, pure reactive routing schemes
may not be applicable to real-time communication. However, pure proac-
tive schemes are likewise not appropriate for the self-organizing networks,
as they continuously use a large portion of network capacity to keep the
routing information up-to-date.

A trade-off between the proactive scheme and the reactive scheme results
in many hybrid proactive/reactive routing schemes. Zone Routing Protocol
(ZRP) [53] proposed for ad hoc networks is one example protocol. ZRP
limits the scope of the proactive procedure only to the WS’s local neighbor-
hood. If the destination is out of the local neighborhood of the source WS,
the search is done globally by querying the selected WSs in the network.
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In ZRP, a WS’s local neighborhood is defined as a routing zone. A routing
zone of radius n includes the WSs whose minimum distance in hops from
the WS in question is at most n hops. Each node is assumed to maintain
routing information only to those WSs that are within its routing zone. The
topology update is performed locally. The amount of update traffic required
to maintain a routing zone is not dependent on the total number of WSs.
A WS learns its zone through a proactive scheme, which is called IntrAzone
Routing Protocol (IARP). The TARP maintains routes only for those WSs
that are within the coverage of the routing zone. For reactively discovering
routes to destinations located beyond a WS’s routing zone, The IntErzone
Routing protocol is developed. The IERP is distinguished from standard
flooding-based query /response protocols by exploiting the structure of the
routing zone. The idea behind the ZRP is that querying can be performed
more efficiently by transporting queries to the periphery of a routing zone,
rather than flooding the queries. However, problems arise once the query
leaves the initial routing zone. Because the routing zone heavily overlap, a
WS can be a member of many routing zones. It is very probable that the
query will be forwarded to all the WSs. As the query is sent along a path
equal to the zone radius n, n >= 1, the IERP will result in much more traf-
fic than flooding itself! Figure 3.2 shows an example of the ZRP protocol.
The radius of the routing zone is two hops. Assume that the source station
S needs a route to destination D. As D is out of S’s routing zone, IERP is
invoked. S sends a route query to the selected WSs, i.e. F1, F2, F3 and F4,
that are at the boundary of its routing zone. Although D is found in the
routing zone of F1, ZRP cannot terminate the route query and F2, F3 and
F4 delivery the route query to their border WSs, F5 - F13 further. Such
a global search throughout the whole network generates too much control
traffic. So ZRP is not suited for W-CHAMB networks.

The design objective of W-CHAMB networks is that more than 80% of the
connections shall have fewer than or equal to 3 hops. Connections with 4
hops should be less than 20 %. Deploying the network architecture of W-
CHAMB networks, an iterative routing protocol (IRP) called W-CHAMB
IRP is developed, see Section 4.5.1.
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S: source station D: destination station
F: route query forward station
® wireless station

Figure 3.2: An example of the ZRP protocol

3.3 The Hidden Station Problem

Hidden stations may result in extreme inefficiency in self-organizing wireless
networks. A hidden station is a station that cannot sense the transmission
of the sending WS, but will cause interference to the receiving WS if it
transmits. Hidden stations can be caused by an obstructer, see, Fig. 3.3.
Assuming that S is receiving data from Sp, S3 cannot sense the transmis-
sion of S; because of the obstructer. If S3 transmits at the same slot as
used by Sy, Ss will be interfered. Ss is a hidden station in this case. Hidden
stations may be caused by the multihop environment. Even if there is no
obstructer, hidden stations can result from the different distances among
wireless stations. Assuming that S, is receiving from S; again. As Ss is out
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of the detection range of Sy, it cannot sense the transmission of S;. So Sj is
a hidden station which may cause interferences to Ss. Hidden stations may
degrade the network performance substantially [107]. There are two basic
approaches to solve the hidden station problem:

Figure 3.3: Self-organizing broadband wireless network

1. The busy tone solution was firstly proposed in [107] to combat hidden
stations in CSMA systems. A busy tone signal is sent by the receiving
station on a narrow band channel to make a hidden station aware of an
ongoing transmission and prevent it from transmitting and interfering.
The limitation of the busy tone solution is the need of a separate
channel, the need of additional hardware for the receiver to transmit
the busy tone while receiving on the data channel, and the large delay
of detecting the busy tone in a narrow band channel.

2. The RTS/CTS (request to send/clear to send) mechanism as specified
in IEEE 802.11 is able to combat the hidden station problem to some
extent. A station that intends to send a data packet sends an RTS
packet to the receiver. After reception, in turn, the receiver sends a
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CTS packet to indicate it is ready to receive data. Other stations that
receive the RTS and/or CTS packet will defer their access for a period
of time according to the transmission duration information contained
in the RTS/CTS packets. The goal of the RT'S/CTS mechanism is that
hidden stations should receive the CTS packet and would cooperate
then. But the RTS/CTS mechanism does not solve the hidden station
problem completely. Some cases remain where hidden stations cannot
receive the CTS packet. For example, see Fig. 3.3, Sig cannot receive
the CTS packet from S because it is out of the decode range of Ss.
But Sig can cause interference to Sy as Sig is still in the interference
range of Sy. The interference range is usually much larger than the
decode range. In some cases, even though a station is in the decode
range of the receiver, it may not be able to receive the CTS packet
because of the interference of other stations. For example, Sy is in the
decode range of S». But if Sg is sending while Sy transmits the CTS
packet, Sy cannot receive the CTS of the S3. So Sy may access the
channel after Sg ended the transmission, which causes interference to

Ss.

The hidden station problem is solved using energy signals in W-CHAMB
networks.

3.4 Review of the Existing MAC Schemes

3.4.1 HiperLAN/1 EY-NPMA

EY-NPMA (Elimination Yield Non Preemptive Priority Multiple Access) is
specified as the channel access procedure for the HiperLAN/1 standard [40].
HiperLAN/1 aims to support fully distributed ad hoc networking, multihop
transmission and multimedia applications with real time requirements. Up
to five frequency channels in the 5.15-5.30 GHz range are being provided for
HiperLAN/1. One channel provides a bit rate of 23.5249 Mbit/s. It seems
that HiperLAN/1 has the required features of self-organizing broadband
networks. So it is interesting to discuss the EY-NPMA multiple access
protocol to find the reason why HiperLAN/1 has not been succeeded at the
market.
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The EY-NPMA channel access mechanism defines three activity phases:
the prioritization phase, the contention phase, and the transmission phase.
A combination of an elimination phase and a yield phase is used for the
contention phase. The priority phase is 1 to mcap slots long. If a packet to
be transmitted has channel access priority n, the station detects the channel
for the duration of n-1 slots (priority detection). If the radio channel is
free at this time, the station immediately sends a burst (priority assertion,
PA). However, if a burst has been sent by another station before the n-1
prioritization slots have been finished, this station ends the access cycle
immediately and waits for the next cycle. The priority phase ends with the
transmitted burst PA. We can see that the priority phase can support mcap
kinds of priorities. The smaller priority number means higher priority.

The priority phase is followed by a contention phase during which a selection
of stations takes place if a number of stations want to transmit data packets
with the same priority. The decision is made about which stations are
allowed to transmit their packets over the radio channel. the contention
phase consists of an elimination and a yield phase. Details of the operation
of these phases can be found in [7, 40, 115].

Although the EY-NPMA mechanism has many interesting features, it suf-
fers many shortcomings which made the HiperLAN /1 not successful. Since
the standardization of HiperLAN /1 in 1996, there is still no product at the
market. The main problems of the EY-NPMA are follows:

1. EY-NPMA is very inefficient for the transmission of short packets,
such as ATM cells which contain 53 bytes only [55, 56]. A large
overhead which results from priority phase, contention phase and ac-
knowledgment is necessary to transmit every data frame.

2. No effective means is available in EY-NPMA to overcome the hid-
den station problem. The sophisticated priority phase and contention
phase cannot guarantee the transmission of a data frame free of col-
lision in the existence of hidden stations that are quite usual in a
self-organizing networking environment. The performance of Hiper-
LAN/1 degrades significantly due to the interference from the hidden
stations.

3. The support of QoS in HiperLAN/1 is very limited. The reasons for
that are as follows:
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(a) Access priority becomes invalid in the existence of hidden sta-
tions.

(b) No means of call admission control is considered. The network
can easily experience an overloaded situation, at which no QoS
can be supported.

(c) The channel access cycle is non preemptive. A delay sensitive
packet cannot acquire the channel immediately.

One lesson we learn from the EY-NPMA mechanism is that QoS support
cannot be achieved with packet-oriented multiple access in a self-organizing
network. Even with very sophisticated priority and contention phases that
cause the unacceptable protocol overhead for short packets, the packet
transmission can still be interfered by the hidden stations.

The idea to use energy signals to realize a distributed access priority in the
EY-NPMA mechanism is interesting and can be used in the MAC design
for self-organizing broadband networks to achieve a prioritized access. The
priority phase can be improved further by a combination of several energy
signals, see Section 4.3.2.4.

3.4.2 DCF of IEEE 802.11

As the Distributed Coordination Function (DCF) of IEEE 802.11 can be
operated in a self-organizing multihop networks, it is interesting to review
its suitability for a self-organizing broadband wireless network.

Due to the worldwide great success of Ethernet, the packet-oriented CSMA
protocol is pervasive in the area of LANs. So the WLAN standard IEEE
802.11, viewed as a wireless extension of Ethernet, has also adopted the
packet-oriented CSMA/CA (Carrier Sense Multiple Access with Collision
Avoidance) access scheme [61]. A high speed physical layer in the 5 GHz
Band, called IEEE 802.11a, has been specified as a physical layer supplement
to IEEE 802.11. The data rate of IEEE 802.11a is up to 54 Mb/s [60].

Although the DCF of IEEE 802.11 is fully decentralized and self-organizing,
it is not, however, suited for self-organizing broadband wireless networks due
to its inefficiency and no means to guarantee QoS.
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The success of the Ethernet is due to its simplicity. The throughput of
the Ethernet with the CSMA /CD protocol can be achieved as high as 82%.
The increasing bandwidth requirements have been met by the introduction
of the high speed Ethernet of 100 Mb/s and 1 Gb/s. IEEE 802.11 WLAN,
however, has a different transmission medium. It is impossible for IEEE
802.11 to apply CSMA /CD because the sending station cannot detect any
ongoing collision. So IEEE 802.11 can only use a CSMA /CA protocol. To
achieve collision avoidance (CA), a large protocol overhead, such as backoff,
is necessary. In addition, the existence of hidden stations in wireless envi-
ronments makes the CSMA-like protocol very inefficient [107]. To overcome
this problem, IEEE 802.11 has specified the RTS/CTS mechanism that in-
creases the protocol overhead. It is worth mentioning that RTS/CTS cannot
solve the hidden station problem completely (see Section 3.3). Moreover,
one of the main advantages of the packet-oriented CSMA protocol namely
that the transmission of large packets can achieve high efficiency, is no longer
valid in the wireless environment because the packet error probability will
be higher for larger packets. Assume that the packet error rate (PER) of
a short packet is 3 %, then the PER of a large packet of 10 short packets
length will be 1 — (1 — 0.03)!° = 26%, which is no longer acceptable. So
large packets have to be fragmented to short packets to achieve sufficient
transmit reliability. Such a fragmentation increases the protocol overhead.

The limitations of DCF to be used in self-organizing broadband multihop
multimedia wireless networks are as follows:

1. The transmission of a data frame in IEEE 802.11 is packet-oriented.
An explicit ACK is used to acknowledge the successful reception of the
data frame. This results in inefficiency for the transmission of short
packets, such as ATM cells.

2. The hidden station problem cannot be solved by the RTS/CTS mech-
anism completely. In a multihop environment, there exist many cases
at which hidden stations cannot receive RTS/CTS packets [35].

3. DCF does not support provisioning of different QoS requirements to
different services. It cannot guarantee QoS for real time services.

4. To realize collision avoidance, DCF uses the backoff process. This
backoff process increases the protocol overhead. The higher the data
rate in the air interface, the more significant this overhead is.
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In our research, we have found that provisioning QoS requirements to high
performance multimedia applications in a packet-oriented self-organizing
wireless network appears to be impossible. The current attempt to extend
the DCF to support QoS guarantee [101] will suffer from the same problems
as that of HiperLAN/1 described in Section 3.4.1.

3.4.3 ETSI HiperLAN/2

ETSI HiperLAN/2 uses a fully centralized MAC protocol. A central con-
troller assigns the radio resources within the HiperLAN /2 MAC frame. The
assignment of resources may change from frame to frame. The fixed length
HiperLAN/2 MAC frame (tfrqme = 2ms) consists of three major phases.
The broadcast phase is used to transport the control information. The
downlink, directlink and uplink phase is used to transport data PDUs be-
tween the central controller and the WSs or between WSs. The random
access phase is used for the initial access to the network, for handover indi-
cation and for requesting radio resources.

Using a centralized solution like HiperLAN /2 MAC protocol for self-organizing
broadband multihop multimedia wireless networks may suffer from the fol-
lowing inherent problems:

1. To be self-organizing, most wireless stations should have an in-built
central control function. As a central controller in a broadband wire-
less network needs very high computing capacity, the hardware re-
quirements on the wireless stations increase dramatically.

2. The network will be complicated and vulnerable. The failure or de-
parture of the selected central controller will cause temporary chaos
in the whole network.

3. Direct mode and multihop communication cannot be realized effi-
ciently as communication is possible only under a central control.

4. The scarce frequency spectrum cannot be used efficiently. Neighboring
central controllers must use different frequencies. Dynamic channel
allocation which is inherent in decentralized networks is not easy to
perform.
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5. A wireless station may not be able to associate because it may not
be able to receive the information from the central controller or the
central controller cannot hear this wireless station.

3.44 DECT

DECT (Digital Enhanced Cordless Telecommunications) is a standard spec-
ified by ETSI in 1992 [39]. A DECT network is a micro-cellular digital
mobile radio network for high user density and primarily indoor communi-
cation.

The transmission capacity of each frequency is divided into 10 ms long
periodically recurring frames, each of which has a length corresponding to
the duration of 11.520 bits. A frame comprises 24 time slots, which are used
as either full slots, double slots or half slots. In a basic connection the first
12 time slots are used for transmitting data from the base station to a mobile
station (downlink), whereas the second part of the 24 slots is reserved for
the direction from the mobile station to the base station (uplink). TDD
(Time-Division Duplexing) mode is used for a duplex connection. If the
base station occupies slot k for the down link, slot k+12 is reserved for the
uplink [115].

The most advanced feature of DECT is the Dynamic Channel Selection
(DCS) by mobiles according to the measured signal level RSSI (Radio Signal
Strength Indicator). Each mobile station maintains a channel list with RSSI
values. The quietest channel is selected to establish a connection. DCS
means that basically the entire frequency spectrum with all channels is
available in each cell, and a mobile is able to select a suitable channel for
itself. So the system is capable of adjusting independently to changes in
traffic load. Furthermore, because of the DCS technique, DECT systems
do not require frequency planning.

The limits of DECT solution to be used for broadband self-organizing net-
works are:

1. no method to realize statistical multiplexing of bursty traffic;
2. no means to provision different QoS requirements to different services;

3. not suited to transport asymmetric traffic.
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3.5 W-CHAMB - A Solution for Self-organizing Broad-
band Networks

Inspired from DECT and GPRS concepts, we developed a channel-oriented
solution - W-CHAMB (Wireless CHannel-oriented Ad-hoc Multihop Broad-
band) network - for a self-organizing broadband wireless network. W-
CHAMB adopts the key idea of GPRS, that is statistical multiplexing of
bursty traffic through packet reservation, and the most advanced feature of
DECT, that is dynamic channel selection according to the measured signal
level RSSI. It differs from the GPRS and DECT with its ability to operate
in a multihop environment and in a fully distributed manner. The most
significant feature of W-CHAMB is that it meets QoS demands for vari-
ous services and realizes statistical multiplexing of bursty traffic in a fully
distributed and efficient manner.

In comparison with HiperLAN/2, the advanced features of the W-CHAMB
MAC protocol are its multihop ability and decentralized control. The cen-
tralized MAC solution of HiperLAN 2 will reach its limitation soon if users
in 5-6 GHz license-exempt frequency spectrum increase. In comparison
with IEEE 802.11, W-CHAMB achieves a much higher network efficiency
for short to medium size packets. More importantly, the DCF of IEEE
802.11 has no means to support QoS of real time services. W-CHAMB can
be viewed as a convergence of HiperLAN 2 and TEEE 802.11. It takes the
advantages of IEEE 802.11 and HiperLAN 2, but overcomes their shortcom-
ings.



CHAPTER 4

W-CHAMB Networks

his chapter describes protocols and algorithms of W-CHAMB (Wire-

less CHannel Oriented Ad-hoc Multihop Broadband) networks. Ideas
and Solutions to design a W-CHAMB air interface for self-organizing multi-
hop networks with QoS guarantee are addressed. The W-CHAMB protocol
stack based on the ISO/OSI reference model is presented in Section 4.1. The
protocol stack for the W-CHAMB air interface includes the physical layer
(W-CHAMB PHY layer), the medium access control sublayer (W-CHAMB
MAC layer), the logical link control sublayer (W-CHAMB LLC layer) and
the network layer (W-CHAMB NL). Section 4.2 defines the W-CHAMB
PHY layer. The W-CHAMB PHY layer is based on the same modulation
scheme as used in HIPERLAN/2 and IEEE 802.11a. After the definition of
the W-CHAMB PHY layer, the W-CHAMB MAC layer is described in Sec-
tion 4.3. The W-CHAMB MAC protocol uses dynamic channel reservation
(DCR) to achieve statistical multiplexing of broadband bursty traffic ser-
vices in a self-organizing network environment. The prioritized access and
the reservation interruption scheme are used to provision QoS to different
traffic services. Energy signals are used to acknowledge the correct recep-
tion of a PDU (protocol data unit) and to solve the hidden station problem.
Based on the data service provided by the MAC function, the W-CHAMB
LLC layer presented in Section 4.4 provides a reliable data transport be-
tween two neighboring wireless stations. A LLC scheduler is used to plan
the bandwidth requirements for a PDU train. A fast ARQ scheme based
on the MAC level acknowledgment is developed for a simple and efficient
error control. The W-CHAMB NL describing the routing protocol and call
admission control is discussed in Section 4.5. Routing protocol is necessary
for W-CHAMB networks to establish a multihop connection. By exploiting
the W-CHAMB network architecture a new efficient routing protocol called
iterative routing protocol (W-CHAMB IRP) is developed. Finally, a dis-
tributed measurement-based call admission control algorithm is proposed
to guarantee the QoS requirement of real time traffic services.
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Figure 4.1: W-CHAMB Protocol stack
4.1 W-CHAMB Protocol Stack

Figure 4.1 shows the W-CHAMB protocol stack based on the three lower
layers of the ISO/OSI reference model. The W-CHAMB PHY layer pro-
vides a basic data transport function for the W-CHAMB MAC layer. The
W-CHAMB MAC layer establishes a real channel connection (RCC) for the
W-CHAMB LLC layer that takes the responsibility for the reliable data
transport of PDU trains coming from higher layers. The W-CHAMB NL
performs the routing and the call admission control functions. The conver-
gence layer (CL) is used to perform a segmentation and re-assembly (SAR)
function to fit a higher layer data unit into W-CHAMB PDUs and adapts
the wired core network to the W-CHAMB air interface on the access point
(AP) side. For each supported core network and service a special CL is
necessary. CL provides a software interface for W-CHAMB networks to
support different kinds of services.

4.2 W-CHAMB PHY Layer

The W-CHMAB PHY layer provides services for the W-CHAMB MAC
layer to transport PDUs and energy signals (E-signals). PDUs are sent via
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Figure 4.2: W-CHAMB frame structure

broadband channels (BCHs). E-signals are sent via a BCH or a dedicated
narrow-band energy signal channel (NECH).

4.2.1 W-CHAMB Frame Structure

For the compatibility and possible coexistence of W-CHAMB with IEEE
802.11a and HiperLAN/2, W-CHAMB uses the same frequency bands and
OFDM schemes as those of IEEE 802.11a and HiperLAN/2. The frequency
bands are divided into several frequency channels and each frequency chan-
nel is shared among many wireless stations (WSs). In W-CHAMB net-
works, a frequency channel is shared among WSs using TDMA technology
[36, 102, 109]. The transmission time scale is organized in frames, each con-
taining a fixed number of time slots. Two time slots may be used to send
energy signals. Figure 4.2 shows the W-CHAMB frame structure. WSs of
the network are synchronized on a frame and slot basis, which is achieved
by a distributed timing synchronization scheme, see Section 2.3.4.

A time slot has a duration of 45 us. The duration of one frame which
consists of 16 time slots is 16 x 45 — 720 us. One time slot can be used
to send one data PDU or several E-signals together with a short signaling
PDU.
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4.2.2 Broadband Data Channel

Figure 4.2 shows the structure of the broadband data channel. The neces-
sary physical overhead to send a data packet is 9 us, including necessary
time for Tx power ramp on (1.5 us), AGC and synchronization (3.2 us), Tx
power ramp off (2.5 us) and guard time (1.8 us) according to [79]. The time
left for the transmission of a data PDU in one time slot is 36 us that can
be used to transport 9 OFDM symbols.

Data PDUs transmitted per data slot have different data length with differ-
ent modulation schemes and coding rates, see Table 4.1. The modulation
scheme and the coding rate can be selected by a link adaptation algorithm
based on the actual radio signal quality, see Section 6.2.5.4. The PDU length
is adapted by the convergence layer based on the selected channel type.

Table 4.1: PDU length of different modulation schemes and coding rates

Modulation Coding rate Bytes per Bytes per Data rate
Symbol Data slot ([Mbit/g)
BPSK 1/3 3 27 6
BPSK 3/4 4,5 40.5 9
QPSK 1/3 6 54 12
QPSK 3/4 9 81 18
16QAM /o 12 108 24
16QAM 916 13.5 121.5 27
16QAM 3/4 18 162 36
64QAM 2/3 24 216 48
64QAM 3/4 27 243 54

4.2.3 Broadband Energy Signal and Short Signaling PDU

E-signals are proposed in W-CHAMB networks for different purposes. Ac-
cess energy signals (ACC-E-signals) are used to reduce the access collision
probability and to realize the prioritized random access. Busy energy signals
(Busy-E-signals) are used to solve the hidden station problem. Acknowl-
edgment energy signals (ACK-E-signals) are used to realize the MAC level
acknowledgment for the fast ARQ scheme.
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Figure 4.3: Broadband time slot

E-signals can be sent on the BCH. Figure 4.3 shows that four ACC-E-Signals
together with a short signaling PDU (s-PDU) are sent on one BCH that is
based on periodic broadband time slots. One broadband E-signal has a
duration of 5 us, including necessary time for Tx power ramp on (1 us),
energy signal (1 us), Tx power ramp off (1.5 us) and guard time (1.5 us).
The time left for the short s-PDU is 25 us, in which a short PDU with 4
OFDM symbols can be sent.

For a small scale network that works at an unsaturated condition, four ACC-
E-signals that correspond to a maximum access priority of 15 can achieve
the required traffic performance [126]. But they are not enough for a large
scale network with a large number of contending WSs to keep a low access
collision probability and to support multiple priority types. In this case,
one full broadband time slot may be used to support 9 ACC-E-signals. A
long s-PDU with 9 OFDM symbols can be sent in the following time slot.

An ACK-E-signal is always transmitted together with a Busy-E-signal. The
time needed for the transmission of one Busy-E-signal together with one
ACK-E-signal is 6 us, see Figure 4.4. If a Busy-E-signal is sent alone, the
duration of the energy signal is 1 us and the time to send this Busy-E-signal
is 5 us that is the same as needed by an ACC-E-signal. If Busy-E-signal
and ACK-E-signal are sent together, the duration of the energy signal is
2 us and the transmission time needed is 6 us. Each time slot except the
access channel (ACH) in every MAC frame is associated with a Busy-E-
signal as well as an ACK-E-signal. To support these 15 pairs of E-signals,
two broadband time slots are needed. The cost of the frequency spectrum
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Figure 4.4: Broadband energy channel

to support the Busy-E-signals and the ACK-E-signals is then 12.5% in the
case that the number of time slots in every MAC frame is 16.

4.2.4 Narrow-band Energy Signal Channel

To use the frequency spectrum more efficiently, E-Signals can be sent on
a narrow band frequency channel, called narrow-band energy signal chan-
nel (NECH). Figure 4.5 shows the frame structure of the NECH and the
relationship between the NECH and the BCH. The time slots of NECH is
exactly one slot delayed in comparison with the BCH so that the received
PDU on BCH can be acknowledged on the related NECH. One NECH slot
is divided into three subslots, each can be used for one E-signal. The first
subslot is used to transmit an ACC-E-signal. 16 ACC-E-signals that can
be sent on the NECH are enough to keep the access collision probability as
low as necessary. The second and the third subslots are used for Busy-E-
signals and ACK-E-signals, respectively. The duration of a subslot is 15 us,
in which an E-signal with a duration of 11 us can be sent. About 100 kHz
frequency band is required to detect an E-signal with a duration of 11 us. As
the frequency band of a broadband channel is 20 MHz, the cost of the fre-
quency spectrum to support the NECH is about 100K Hz/20M Hz = 0.5%.
It seems that sending E-signals on NECH is much more efficient than on
BCH. The additional hardware required to send/receive a narrow-band en-
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ergy signal is very limited. Therefore, we prefer to transmit E-signals on
the NECH rather than on the BCH.

4.3 W-CHAMB MAC Layer

This section introduces the W-CHAMB MAC protocol, the most important
part of the W-CHAMB protocol stack. The traffic performance of a wire-
less network mainly depends on the MAC protocol and algorithm. Before
describing the details of the W-CHAMB MAC protocol, the definition of
the MAC data service is presented to build a better understanding of the
W-CHAMB MAC operation.

4.3.1 W-CHAMB MAC Data Service

The W-CHAMB MAC data service provides the peer LLC entities with the
ability to transport LLC protocol data units (PDUs). To support this ser-
vice, the source MAC entity establishes a real channel connection (RCC)
with a peer MAC entity using the underlying PHY layer services. The es-
tablished RCC will be released immediately if there is no more LLC PDUs to
send in the LLC entity. The successful reception of a PDU is acknowledged
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by the peer MAC entity. Unacknowledged transmission will be repeated on
the next available transmission opportunity.

The W-CHAMB MAC protocol supports the following service primitives for
the LLC entity:

e MAC RCC.request

e MAC RCC.indication

¢ MAC RCC.confirm

¢ MAC_ DATA request

e MAC DATA indication

¢ MAC RCC_STATUS.indication

The Message Sequence Chart (MSC) of the W-CHAMB MAC data service
is shown in Figure 4.6.

The primitive MAC _RCC.request (source id, destination id, channel type,
mazimum access delay, service type, vc id) used by the LLC entity to re-
quest the MAC entity to establish an RCC with a peer MAC entity. It is
generated by the LLC entity when an RCC is required by the LLC sched-
uler. The reception of this primitive causes the MAC entity to establish an
RCC. The parameter source id specifies the source station identifier. The
parameter destination id specifies the destination station identifier. The
parameter channel type specifies the needed RCC bandwidth based on the
QoS requirement of LLC PDU trains. The parameter mazimum access de-
lay specifies the maximum access delay that can be tolerated by the LLC
PDU train. A PDU train has to be dropped if an RCC cannot be estab-
lished before the access delay exceeds its maximum value. The parameter
service type specifies the service type, e.g. real time service or non real time
service, of the LLC PDU trains. The parameter vc id specifies the virtual
connection (VC) identifier.

The primitive MAC _RCC.indication (source id, destination id, channel
type, rcc id, ve id) is generated by the destination MAC entity to pro-
vide its LLC entity with the information about an incoming RCC. The
parameters source id, destination id, channel type and vc id has the same
meaning as specified in the primitive MAC _RCC.request. The parameter
rce id specifies the established RCC identifier.
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Figure 4.6: W-CHAMB MAC data service

The primitive MAC_RCC.confirm (source id, destination id, channel type,
ree id, ve id) is generated by the source MAC entity after the requested
RCC is established. After the receipt of this primitive, the source LLC
entity transfers data PDUs on the established RCC. The parameters of the
primitive MAC_RCC.confirm are the same as specified in the primitive
MAC_RCC.indication.

The primitive MAC _DATA request ( rcc id, ve id, data) used by the source
LLC entity to transport a LLC PDU to the destination LLC entity. The
parameter data specifies the LLC PDU to be transported.

The primitive MAC DATA. indication (rc¢ id, vc id, data) is passed from
the MAC entity to its local LLC entity to deliver a received LLC PDU. The
parameter data specifies the LLC PDU received by the local MAC entity.
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The primitive MAC_RCC_STATUS.indication (source id, destination id,
re id, ree status) is generated upon the receipt of the MAC level acknowl-
edgment or after any change of the RCC. It has a local significance only
and provides the LLC entity with the RCC status information. An unsuc-
cessfully transmitted PDU is resent at the next transmission opportunity.
The parameters source id, destination id and rcc id are the same as those
in the primitive MAC _RCC.request. The parameter rcc status is used to
pass the RCC information to the LLC entity. The RCC status may be one
of the following:

e The previous transmission on the RCC is unsuccessful
e The previous transmission on the RCC is successful

e The RCC is released

43.2 W-CHAMB MAC Protocol Description

The main task of the W-CHAMB MAC protocol is to provide the LLC
entities with the MAC data service by establishing an RCC when needed.
As the wireless medium is shared decentrally among all WSs in W-CHAMB
networks, the MAC protocol takes the most important role in the network
efficiency and reliability.

The W-CHAMB MAC protocol is channel-oriented with many advanced
features:

e High efficiency is achieved through statistical multiplexing among
bursty traffic services by dynamic channel reservation (DCR).

e QoS for real time services are guaranteed without any central con-
troller.

e The gain of frequency spatial reuse is increased by allowing the inter-
fered station to send and the hidden station to receive.

e The hidden Station problem is solved completely by Busy-E-signals.

e The fast ARQ scheme is realized by MAC level acknowledgments with
ACK-E-signals.

o Prioritized random access is realized by ACC-E-signals.
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4.3.2.1 W-CHAMB Channel Structure

The transmission of data PDUs in W-CHAMB networks is channel-oriented.
Figure 4.7 shows the MAC logical channel structure based on the frame
structure of the physical layer, see Figure 4.3.
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Figure 4.7: W-CHAMB MAC channel structure

The first slot of the MAC frame is used as an ACH to send an acc s-PDU
[15]. Other slots in the frame are used as traffic channels (TCHs). Each
TCH is associated with one Busy-E-signal as well as one ACK-E-signal. If
a TCH is reserved, the receiver sends a Busy-E-signal on the related ECH.
A successful reception of a data PDU is acknowledged by an ACK-E-Signal.
Busy-E-signals and ACK-E-signals are sent on the related ECH to solve the
hidden station problem and to acknowledge the successful reception of a
data PDU. A duplex channel can be realized either by TDD (time division
duplex) operation of one TCH [79] or by two independent TCHs with the
related ECH.

To use channel resources more flexibly for heterogeneous applications, pe-
riodic slots are used as physical channels to provide transmit capacity for
several LCHs. An LCHx/y is using x slot(s) per y frame(s). x gives the
number of slots used per frame, and y is the repetition period of these slots
counted in frames. E.g., an LCH1/2 defines a physical channel capacity
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according to one slot every second frame, whilst an LCH2/1 uses two slots
in every frame, see Figure 4.7. By means of defining different slot-to-frame
relations sub-multiplexing of the capacity represented by one TCH becomes
possible. The smallest traffic channel capacity available is LCH 1/y where
y is a design parameter that is chosen according to the traffic characteristic
and QoS requirements.

4.3.2.2 Channel Occupation List

Like DECT systems [39], a channel occupation list (COL) that records TCH
status is maintained in the MAC entity. According to the measured signal
level called RSSI (Radio Signal Strength Indicator) on a TCH and its related
ECH, a WS determines the usability of the TCH. A TCH may have one of
the following TCH status:

e Free, it can be used to transmit or receive

Interfered, it may be used to transmit

e Hidden, it may be used to receive

e Busy, it cannot be used to either receive or transmit

e Reserved to receive, it is reserved to receive by itself

e Reserved to transmit, it is reserved to transmit by itself

Table 4.2 is an example of a COL. For the purpose of easy explanation, it is
assumed that TCH 1 to TCH 6 have different status. A TCH is viewed as
Free if neither transmission on this TCH nor Busy-E-signal on the related
ECH is detected. If a transmission on the TCH is detected, but no Busy-E-
signal on the related ECH, the TCH status is Interfered. This TCH cannot
be reserved to receive but can be used to transmit. The transmission on
the TCH will not cause interference to other WSs because no related Busy-
E-signal is detected by this WS. The TCH status is viewed as Hidden if a
Busy-E-signal on the related ECH is detected, but no transmission on the
TCH. Such a TCH may be reserved to receive. A TCH is marked as Busy
if a transmission on the TCH as well as Busy-E-signal on the related ECH
is detected. If a TCH is reserved to receive or transmit by the WS itself,
the detection is unnecessary/impossible for this TCH.
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Table 4.2: Example of channel occupation list (COL)

TCH No. Tx on TCH Busy-E-signal TCH status
1 false false Free
2 true false Interfered
3 false true Hidden
4 true true Busy
5 - - Reserved to receive
6 - - Reserved to transmit

In W-CHAMB networks, every WS has its own COL. To better understand
the TCH status, Figure 4.8 shows an example of a W-CHAMB network.
Before TCH statuses are discussed, we define the maximum communication
range (R.) as well as the the maximum detection range (Ry) of a WS. All
WSs within the maximum communication range of a WS can communicate
directly with this WS. All WSs within the maximum detection range of a
WS can detect the transmission of this WS. Ry is usually much larger than
R.. Assuming the minimum carrier-to-interference-ratio (C/I) needed by a
receiver to decode a PDU with an acceptable PDU error rate is v, the rela-
tionship between the maximum communication range R. and the maximum
detection range R; of a WS should meet the criteria 10log(g—;‘)’a >= 50
that the receiver will not be interfered by transmissions of WSs that are out
of the detection range of this receiver. « indicates the path loss parameter
of the receiving power. Ry should be defined as small as possible to increase
the frequency spatial reuse gain. For the explanation of the TCH status,
it is assumed that TCH 2 is reserved by S; to transport PDUs to S3, and
Sy transmits Busy-E-signals on the related ECH. The status of TCH 2 is
Reserved to transmit in the COL of Sy, and Reserved to receive in the COL
of S>. According to Figure 4.8, S14 and Sig are out of the detection range
of both S; and Ss, so the status of TCH 2 in COL of Si4 and Sig is Free.
Sis, S1¢ and Si7 can sense the transmission of the Sy, but they are out of
the detection range of Sy. So the status of TCH 2 in the COLs of these WSs
is Interfered. TCH 2 may be used by one of these WSs to transmit PDUs
to Sig. The status of TCH 2 in the view of Sy1, Si2 and Si3 is Hidden as
they cannot sense the transmission of S; on TCH 2, but if they send PDUs
on TCH 2, S> is interfered. So they are hidden stations to Ss concerning
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TCH 2. As Sy1, Si2 and Si3 can detect the Busy-E-Signal on the related
ECH sent by Sy, which indicates that TCH 2 is reserved to receive, the
hidden station problem is solved completely. However, TCH 2 may be used
by Si1, Si2 or Si3 to receive PDUs from Si4 as they are not interfered by
the transmission of S;. By allowing stations to receive on the TCH with
Hidden status and to send on the TCH with Interfered status, the grade of
frequency spatial reuse can be increased in a self-organizing network. For
Ss, S4, S5, Sg, S7, Sg, So and S19p TCH 2 is fully busy. TCH 2 cannot be
used by these WSs.
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Figure 4.8: Example of a W-CHAMB network for TCH status

4.3.2.3 MAC Level Acknowledgment

The receipt of a PDU on the reserved TCH requires the receiver to respond
with an acknowledgment. This technique is known as positive acknowl-
edgment. For the purpose of a positive acknowledgment in a W-CHAMB
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network a receiver sends an ACK-E-Signal on the related ECH when a PDU
is received on the reserved TCH.

Lack of receipt of an expected ACK-E-Signal on the related ECH indicates
to the sender that an error on the reserved TCH has occurred. This informa-
tion is passed to the LLC entity by the primitive MAC _RCC_STATUS.indi-
cation for the fast ARQ-scheme, see Section 4.4.4. The erroneous PDU is
repeated on the next transmission opportunity.

An ACK-E-signal on the ECH is uniquely related with a reserved TCH by
appropriately setting the decision signal level, called ACK decision signal
level (ADSL). The ADSL should be much larger than the detection level,
but smaller than or same as the decode level of the receivers. The ADSL
might be adjusted according to the actual needs. To describe the operation
of MAC level ACK with ACK-E-signals, we assume that S; has sent a PDU
to Sz on the reserved TCH 2. There are three possible results of this PDU:

1. Sy receives the PDU successfully and sends an ACK-E-signal on the
related ECH. S; detects this ACK-E-signal with a signal level higher
than ADSL. The transmission of this PDU on TCH 2 is acknowledged
correctly.

2. S, receives the PDU successfully and sends an ACK-E-signal on the
related ECH. But S; cannot detect the ACK-E-signal due to heavy
fading. The PDU shall be repeated by S;. Thus, Sy receives the cor-
rect PDU twice. The duplicated PDU is filtered out by the sequence
number of the PDU. The probability that a PDU is received twice can
be kept reasonably low by selecting an appropriate ADSL.

3. S5 does not receive the PDU correctly. Then no ACK-E-signal is
sent by Ss. The correct operation of the MAC level acknowledgment
requires that S; does not detect any ACK-E-signal related with TCH
2. A false acknowledgment happens if S; detects an ACK-E-signal
related with TCH 2 sent by other WSs. As no WSs other than Ss
can reserve TCH 2 to receive in the detection range of S; due to the
transmission of the S;, no ACK-E-signal related with TCH 2 will be
sent by other WSs except S> in the detection range of S;. WSs which
are out of the detection range of S; may send ACK-E-signals for TCH
2 due to the spatial reuse of TCH 2. But those ACK-E-signals reach
S1 with a much lower signal level than the agreed ADSL. So no false
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acknowledgment shall be received by S1. The erroneous PDU sent on
TCH 2 will be retransmitted until it is correctly received.

A fast ARQ scheme can be realized in the LLC layer using MAC level
ACK-E-Signals. Another advantage using ACK-E-Signals is that WSs can
use a TCH with the status Interfered to transmit and a TCH with the
status Hidden to receive by the separation of the data channel and the
acknowledgment channel. This increases the grade of the frequency spatial
reuse and improves the system efficiency.

4.3.2.4 Distributed Prioritized Access

A distributed prioritized access (DPA) algorithm is developed to prioritize
the random access and to reduce the collision probability on the ACH, see
Figure 4.9. After receiving the primitive MAC RCC.request from the LLC
entity, the MAC entity attempts to reserve an RCC. The whole PDU train
will be dropped if the MAC entity cannot establish an RCC before the
access deadline D,.. to avoid transporting part of the PDU train that is
useless for the application and will be dropped by the higher layer in the
end user terminal. The access priority is decided based on the D,.. that
is scheduled in the LLC entity based on the QoS requirement of the traffic
service. As non real time traffic (ABR) is delay insensitive it is assigned a
lower priority than real time traffic (rt-VBR) in any case.

The DPA is specified as following:

1 if ((Dace —now()) <= Turgent
then Piype := Purgent

else if ((Dace —now()) > Turgent and Byype is rt-VBR
then Piype := Prt_vBR

else if Byype is ABR
then Piype := PaBr

Pyee := Rand(Pmina Pmam)

N O Ot s W N
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where Tyrgent is a time duration. An access request is urgent if its allowed
access delay is smaller than Ty gent; Pace is the access priority calculated
by this algorithm; P,,,, is the highest access priority with the largest pri-
ority value; P, is the lowest access priority with the smallest priority
value; Piype is the priority type. Pyrgent is the urgent access priority type;
P,;_vpBrg is the real time traffic priority type; Papg is the non real time
traffic priority type; Rand(z,y) is a function that returns random integer
value between = and y; Byype is the traffic type; Turgent; Pmin and P
are system variables. Different priority types use different P,;, and Pqp-
They meet the following rules: Ppin of Pyrgent > Pmaz of Pri—vpr and
Pmin of Prt7VBR > Pmaz of PABR-

DPA effectively assigns a higher priority to an urgent PDU train to support
the QoS requirement. A random function Rand(z,y) is used to generate the
access priority to reduce the possibility that more than one WS sends an
acc s-PDU on the same ACH, which results in a collision on the ACH if the
addressed WSs are within the interference range of the sending WSs. The
difference between x and y should be large enough to keep a low collision
probability.

DPA is implemented using a combination of ACC-E-signals. For example,
if a combination of four ACC-E-Signals is used and a WS contends for ACH
with a priority, say 14, the WS sends three ACC-E-signals on the first three
positions and listens for the fourth position. If there is no E-signal during the
listening duration, the WS survives from the contention and transmits its
acc s-PDU. The most significant ACC-E-signal is transmitted at first. So a
contending WS withdraws its further contention for the right of transmission
as soon as it detects an ACC-E-signal on the previous position. In Figure
4.9, Sy survives from the contention with Sy that has an access priority of
13 (1101). Sy does not send its ACC-E-signal on the fourth position as
it detects an E-signal on the third position. This implementation can be
viewed as a much simplified vision of EY-NPMA (Elimination Yield Non
Preemptive Priority Multiple Access) of Hiperlan/1 standard [40].

4.3.2.5 RCC Setup Procedures

After receiving the primitive MAC _RCC.request from the LLC entity, the
MAC entity attempts to establish an RCC based on the parameters in
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Figure 4.9: Distributed access priority

this primitive. The RCC establishment procedures (see Figure 4.7) can be
described as follows:

1. The MAC entity of the source WS selects a number of TCHs that can
be used to transmit according to the channel status in its COL. TCHs
with the status Free are selected first. If there are not enough free
TCHs, TCHs with the status Interfered can also be selected to trans-
mit. In the case that there are not enough TCHs for an RCC required
by the LLC entity, ABR RCC interruption procedures described in
Section 4.3.2.6, are activated if the access request is urgent. If it is
not urgent this access request is queued in the MAC entity. This step
is repeated at the next access opportunity.

2. If enough free TCHs can be used to establish an RCC, the source
WS contends for the right to transmit an acc-s-PDU on the ACH.
The MAC entity of the source WS decides the access priority based
on the DPA specified in Section 4.3.2.4. If there are no other WSs
that contend for the transmission on the ACH with a higher priority,
this WS is granted the right to send an acc-s-PDU on the ACH. The
acc-s-PDU contains the information about the source STA ID (station
identifier), destination STA ID, VC ID (virtual connection identifier),
RC (real connection) type and a list of proposed TCHs.

3. Upon receipt of the acc s-PDU, the addressed WS looks up its COL to
find if the TCHs proposed by the source WS can be reserved to receive.
As described in Section 4.3.2.2, a TCH with the status Free or Hidden
can be used to receive. If the addressed WS can find at least one of
the proposed TCHs that can be used to receive, it responds to the
source WS with an acknowledgment (ack) s-PDU and starts sending
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a Busy-E-signal on the related ECH. The ack s-PDU is sent via the
selected TCH if the selected TCH is not interfered in the view of the
source WS. Otherwise, it is sent via the ACH with a higher priority
type than that of the received acc s-PDU.

4. After the source WS receives the ack s-PDU, an RCC between the
source WS and the addressed WS is established. The source LLC
entity will be informed with the primitive MAC _RCC.confirm. LLC
data PDUs are transported via the established RCC. All other WSs
in the detection range of source WS and/or addressed WS will mark
the reserved TCH in their COL. The hidden station problem is solved
by the Busy-E-signal sent by the receiver.

5. If the source WS does not receive the expected ack s-PDU, the source
MAC entity goes into the backoff process. There are three possible
reasons that the source WS does not receive an ack s-PDU:

e The addressed WS has not received the acc s-PDU due to a
collision or fading.

e The addressed WS cannot find any TCH out of the proposed
TCHs that can be used to receive.

e The source WS cannot receive the ack s-PDU due to a collision
or fading.

The backoff value is determined based on the access type to keep the
backoff value of an urgent access as small as possible. Because of
the distributed prioritized access that avoids most collisions on the
ACH, the effect of the backoff process on the traffic performance is
not as significant as with other systems, e.g. IEEE 802.11 [29]. The
backoff value is decreased at the beginning of each frame. Once the
backoff value is reduced to zero, this WS is allowed to contend for the
transmission right on the ACH again.

4.3.2.6 ABR RCC Interruption Procedures

If a source WS cannot find enough TCHs for an RCC requirement with an
access type Pyrgent, it carries out the ABR RCC interruption procedures.
The goal of the ABR RCC interruption is to release an ABR RCC to favor
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an urgent RCC requirement so that the dropping probability of rt-VBR
PDU trains can be reduced.

There are four different ways to interrupt an ABR RCC:

1. If a WS has established an ABR RCC to transmit ABR PDUs to the
same WS as the destination of the urgent rt-VBR PDU train, this
ABR RCC is used to transport the rt-VBR PDU train directly. The
transmission of ABR PDUs is resumed at the end of the rt-VBR PDU
train.

2. If an ABR RCC that is established between the source WS and an-
other WS that is not the destination of the urgent rt-VBR PDU train,
RCC reassociation procedures are necessary. An RCC cannot be used
directly by another pair of LLC entities because (1) any RCC is associ-
ated with two specific LLC entities at the time the RCC is established.
(2) The reserved TCH may not be used to receive PDUs by another
WS. As an example, Figure 4.10 shows that S; is sending ABR PDU
trains to Ss via RCC,. RCC) is associated with the LLC entity re-
sponsible for the communication between S; and S3. Assuming that
S1 has an urgent rt-VBR PDU train to S3 and cannot find any free
TCH for this PDU train, Ss wants to use RCC} to transport this
urgent rt-VBR PDU train. RC'C; must be reassociated with the LLC
entities responsible for the communication between S; and S3 before
RCCy can be used to transport the urgent rt-VBR PDU train to Ss.

MAC-SAPT: ; 7~ MAC-SAP T~ MAC-SR
: : RCC 1

Figure 4.10: RCC reassociation
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The RCC reassociation procedures are shown in Figure 4.11 and de-
scribed as follows:

(a)

(d)

S contends for the right to send an RCC reassociation s-PDU to
S3 on the ACH and starts a timer to wait for the reply from S3.
This RCC reassociation s-PDU includes parameters of RCC.
The access priority is decided by the same way as to send an acc
s-PDU.

If S5 receives this RCC reassociation s-PDU, it checks the re-
served TCHs of RCC,. If these TCHs are not interfered in the

view of S3, S3 responses to S; with an RCC reassociation ack-s-
PDU on the ACH.

After the receipt of the RCC reassociation ack-s-PDU from Ss, S;
sends an RCC deassociation s-PDU to S on the reserved TCH of
RCCy. Upon receipt of a positive acknowledgment of the RCC
deassociation s-PDU from Sy, RCC, is reassociated with the
LLC entities responsible for the communication between S; and
Ss. After that Sy starts sending data PDUs via RCC4 to S3. S3
is informed implicitly about the completion of the reassociation
procedures by the first data PDU addressed to it.

If S1 does not receive any reply from S3 after the timer is out,
the interruption procedure is repeated after a backoff process.

3. If the source WS has not any ABR RCC established by itself, it tries
to decode PDUs transmitted by its neighbors. If the source WS can
find TCHs on which ABR PDUs are sent, it sends an RCC release
request s-PDU via the ACH to its neighbors. After receipt of the
release request s-PDU, WSs that are sending on these TCHs release
their RCCs accordingly. After that, S; uses the RCC establishment
procedures to establish an RCC for its urgent rt-VBR PDU train.

4. If the source WS cannot find any TCH reserved by its neighbor for
ABR PDU transmission, it sends an RCC release request to the des-
tination of its urgent PDU train. The destination takes the responsi-
bility to ask its neighbors to release TCHs on behalf of the source WS
having an urgent rt-VBR PDU train.
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Figure 4.11: MSC of RCC reassociation

If S; cannot establish an RCC for its rt-VBR PDU train before its access
deadline D,.. after all above attempts are used, the rt-VBR PDU train
has to be dropped. The dropping probability must be kept very low to
meet the QoS requirement of rt-VBR services. This can be achieved via a
distributed measurement-based call admission control (CAC) to avoid an
overloaded situation, see Section 4.5.3.

4.3.2.7 ABR RCC Bandwidth Adjusting

The bandwidth of the established ABR RCC is dynamically adjusted ac-
cording to the load situation of the network as well as the source WS itself.
Upon receipt of an RCC bandwidth increase request from the LLC entity
that adjusts the bandwidth of an ABR RCC based on the Dynamic Chan-
nel Allocation (DCA) algorithm specified in Section 4.4.2.3, the MAC entity
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forms a bandwidth increase s-PDU including a list of proposed TCHs that
can be used for transmission. If the source WS does not receive an ack-s-
PDU from the addressed WS, the MAC entity of the source WS does not
queue this bandwidth increase request. It is the responsibility of LLC entity
to reschedule the bandwidth requirement after a backoff process.

4.3.2.8 Data PDU Transport

After an RCC is established between a pair of peer to peer LLC entities,
the source LLC entity begins to transport data PDUs using the primitive
MAC _Data.request. As an RCC is associated with the LLC entities at the
time of RCC establishment, the source STA ID and destination STA ID are
not required to be included in the data PDU, hence the protocol overhead
is reduced significantly. The only MAC level overhead is the PDU Type ID
to identify s-PDUs sent via the RCC.

The receipt of data PDU on the reserved TCH is acknowledged using an
ACK-E-signal sent on the related ECH. Unacknowledged data PDUs are
retransmitted. It is possible that a LLC PDU is received more than once if
the source WS fails to detect an ACK-E-signal. Duplicate data PDUs are
filtered out within the destination LLC entity using a sequence number in
the PDU.

If the number of successive unacknowledged PDUs exceeds a handover
threshold, the reserved TCH is no long suited to be used to transmit /receive
and must be handovered due to interference or loss of connectivity. So the
source WS releases this reserved TCH and informs the LLC entity with the
primitive MAC_RCC_STATUS.indication. A TCH handover acc-s-PDU
is formed by the MAC entity to reserve a new TCH. The access deadline
D, of the handover acc-s-PDU is decided based on the traffic type. Unsuc-
cessful handover access is repeated after a backoff process. If the handover
access is unsuccessful, the remaining data PDUs must be dropped.

4.3.2.9 Release of RCC

An RCC is released immediately if the LLC entity has no further PDUs
to send. A reserved TCH is released implicitly when the source WS stops
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sending on it. All WSs in the detection range of source WS can detect the
stop of transmission and mark the TCH in their COLs as free.

The destination WS regards the RCC as released if the signal level on the
reserved TCH is lower than the channel holding threshold and stops sending
the related Busy-E-signal. The WSs which are in the detection range of the
destination WS can detect the stop of Busy-E-signal and update their COLs.

4.4 W-CHAMB LLC Layer

The structure of LLC entities are shown in Figure 4.12. An LLC entity
is responsible for the communication with a neighbor WS. In each entity
there is one or more transmit /receive queues, each for one virtual connection
(VC). An LLC scheduler is used to plan the RCC requirements and to
schedule the transmission of PDU trains. Train level scheduling instead of
PDU level scheduling is used to reduce the computing power requirement
and to provide QoS to PDU trains other than individual PDUs. This is
based on the consideration that it is useless to deliver part of the PDU
train that will be discarded in the destination. For an application, the
end-to-end delay and dropping probability of a whole PDU train are more
relevant measures of performance than ones specified for individual PDUs.

Each LLC entity has an ARQ buffer to back up the transmitted PDUs for
the possible retransmission due to the channel error. The buffered PDUs are
identified by an RCC ID. An unacknowledged PDU shall be retransmitted
by the fast-ARQ-scheme described in Section 4.4.4.

4.4.1 The Flow Specification

Consider a traffic source that generates a sequence of application layer data
units for network delivery to the same destination. Most of these data units
will be too large to be carried in a single PDU and must be segmented in
the W-CHAMB convergence layer for the wireless delivery. The sequence
of PDUs encapsulating an application layer data unit forms a PDU train
[63, 75]. To provide QoS to the whole PDU train, a traffic flow model is
specified. In the traffic flow model, a flow is a sequence of trains, each of
which is a sequence of PDUs that encapsulate an application layer data unit.
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Figure 4.12: LLC layer

Since PDU trains vary greatly in length, the information on the length of a
PDU train can be exploited to optimize the traffic performance.

The traffic flow, shown in Figure 4.13, is specified as follows:

e Four PDU types are specified: Begin of the Train (BOT), Continuing
of the Train (COT), End of the Train (EOT) and Single PDU of
the Train (SOT). The first and last PDU of a PDU train is uniquely
identified by BOT and EOT.

o The first PDU of the train carries information on its length. The
LLC scheduler exploits this information to plan an RCC based on the
scheduling algorithm described in Section 4.4.2.

bcccce S bccce

111 Iljﬁk*t

train length intertrain gap  intercar gap

b: BOT c: COT e: EOT s: SOt LPDU

Figure 4.13: Traffic flow model
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4.4.2 The LLC Scheduling Algorithm

Following the arrival of the BOT PDU of a PDU train, the LLC scheduler
plans the channel resource requirement for this PDU train. The scheduling
algorithms for rt-VBR and ABR traffic are described in Section 4.4.2.1 and
Section 4.4.2.2.

4421 rt-VBR Scheduling Algorithm

The principle of the rt-VBR scheduling algorithm is to keep the transmission
duration of an rt-VBR PDU train within a time limit T;. Ty is a design
variable that should be selected based on the QoS requirement of rt-VBR
services. The EOT PDU of the PDU train experiences a maximum delay
that is the transmission duration of the PDU train plus the access delay to
establish an RCC. The EOT PDU delay must be less than the maximum
delay allowed by rt-VBR, services. Assuming that L is the number of PDUs
of art-VBR PDU train, r, r; and 73 represent RCC bandwidths, the rt-VBR,
scheduling algorithm is specified as follows:

1. If there is an ABR RCC available and L/ry <= Ty, then the ABR
RCC is used directly by the rt-VBR PDU train. r; is the bandwidth
of the ABR RCC. L/rl < Ty means that the bandwidth of the ABR
RCC is enough to transmit the rt-VBR PDU train. The ABR RCC
is changed to rt-VBR RCC directly, and no new RCC requirement
is generated. The transport of the ABR PDUs is interrupted by the
scheduler and the rt-VBR PDUs are sent immediately. The statistical
multiplexing among ABR and rt-VBR traffic can be realized most
efficiently in this case. The transmission of ABR PDUs resumes at
the end of the rt-VBR PDU train.

2. If there is an ABR RCC, but L/ry > Ty, which means that the band-
width r; of the ABR RCC is not enough for the LLC entity to trans-
port the rt VBR PDU train. In this case, an additional bandwidth r»
is scheduled. r» meets the following relation:

L/(rl1+7r2) <=1y

The access deadline D,.. for the MAC layer to reserve the additional
bandwidth ry is calculated as follows:
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Dacc = I‘life - L/(T]- + 7'2) + now()
Tiife is the time left before the PDU train has to be discarded.

Anyway, the ABR RCC with rate r; is immediately used to transmit
rt-VBR PDUs.

3. If no ABR RCC is available, the bandwidth required for the rt-VBR
train is scheduled as follows:

L/T <=Ty
The access deadline D, is calculated as follows:
Dacc = I‘life - L/T + now()

The rt-VBR PDUs are transmitted via the RCC as soon as it is available.
After the EOT or the SOT of an rt-VBR train is transported, the rt-RCC is
either released or changed to ABR RCC if there is any ABR PDU available.

4.4.2.2 ABR Scheduling Algorithm

The ABR scheduling algorithm aims to use channel resources efficiently as
well as fairly among WSs in the W-CHAMB networks. The LLC entity
schedules the ABR PDU trains as follows:

1. If there is an ABR RCC available, nothing is done upon the arrival
of a new ABR PDU train. The bandwidth of ABR RCC is adjusted
by the dynamical channel allocation (DCA) algorithm described in
Section 4.4.2.3.

2. If there is an rt-VBR RCC but no ABR RCC, the DCA algorithm is
activated to see whether a new ABR RCC should be established.

3. If there is neither an ABR RCC nor rt-VBR RCC available, an initial
ABR RCC should be established. The bandwidth and access deadline
D, for the initial ABR RCC requirement are fixed. After an ABR
RCC is established, the bandwidth of this ABR RCC is dynamically
adjusted by the DCA algorithm.
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4.4.2.3 Dynamic Channel Allocation (DCA) Algorithm

The bandwidth of an ABR RCC is adjusted dynamically according to the
number of the queued ABR PDUs in the LLC entity and the number of
free TCHs in a MAC frame. A large number of free TCHs means that
the network is lightly loaded so that more TCHs should be allowed to be
reserved by ABR RCC even when the number of the queued ABR PDUs is
not very large. If the the number of the free TCHs is small, the network is
heavily loaded. In this case, a WS decreases the bandwidth of the ABR RCC
to share the channel resources fairly among ABR services and to ensure the
QoS guarantee for rt-VBR services.

The DCA algorithm is specified as follows:

—

If Npgu/Nier > N1 and Nypee > Nypeer and Niep, < R

then increase the bandwidth of the ABR RCC
If Npdu/Nicn > N2 and Nypee > Nppeez and Nyep, < R

then increase the bandwidth of the ABR RCC
If Npgu/Nich > N3 and Ngree > Nppees

then increase the bandwidth of the ABR RCC
If Nip > R and Npee < Nfpeea

then decrease the bandwidth of the ABR RCC
If Npidu/Nien < Ny and Nypee < Nppees and Niep, > 1
10 then decrease the bandwidth of the ABR RCC

© 00 N O ot s W N

where Ny > N2 > N3 > N4 and Nyreea < Nppeet < Nppeez < Nirees; Npdu
is the number of the ABR PDUs queued in the LLC entity; Ny, N2, N3 and
N, are four system variables defining the grade of traffic load in the LLC
entity. The parameter set (Ny, N3, Na, Np) is studied in Section 6.2.2.2
in detail. Nype. is the number of free TCHs in a MAC frame. Ngpeer,
Ntree2, Nfreez and Nprees are four system variables defining the grade of
the network load. Ny, is the number of TCHs reserved by this LLC entity.
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The parameter R is the maximum number of TCHs that a WS can reserve
for an ABR RCC in the case that the number of free TCHs is smaller than
Ntrees- In the line 5 of the DCA algorithm we can see that R is not used if
the number of free TCHs is larger than or equal to Nfyee3. Usually in the
following example analyzes the parameter set (Nyree1, Nree2, Nyrees and
Nireea) is set to (1, 2, 3, 1).

DCA aims to use the channel resources more efficiently and fairly. DCA
becomes significant in the high bursty traffic case.

4.4.3 Multihop Transport of PDU Trains

Data PDUs queued in the LLC entity are transported via the RCC hop by
hop. A delivered PDU is buffered for the possible retransmission. Unac-
knowledged PDUs are retransmitted by the fast ARQ scheme.

A received rt-VBR PDU is delivered to the W-CHAMB NL immediately.
If the rt-VBR PDU should be relayed to another WS, the W-CHAMB NL
routes this rt-VBR PDU to the respective relay LLC entity that is responsi-
ble for the communication with the next WS. The relay LLC entity requests
an RCC following the receipt of the BOT of a rt-VBR train. The rt-VBR
RCC should be hold on even there is no rt-VBR, to send until the EOT
PDU of an rt-VBR PDU train is transported. The LLC entity keeps an
rt-VBR RCC by sending an ABR PDU if any or a dummy PDU if there
is no ABR PDU to transport. The dummy PDU can be exploited to carry
some organization information. The number of consecutive dummy PDUs
must be limited. If the number of the consecutive dummy PDUs exceeds a
limit, the rt-VBR RCC is released as the EOT PDU of the rt-VBR PDU
train may probably have been dropped in the previous hop.

ABR PDU trains, on the other hand, are transported hop by hop as a whole
PDU train. In the relay WS ABR PDUs are delivered to the next hop only
after the whole PDU train is received. If no more PDUs are available, the
ABR RCC is released immediately. To avoid a situation that some WSs
occupy TCHs for a very long time and other WSs have no opportunity to
send any ABR PDU train, a WS is required to check the channel situation at
the end of each ABR train. If the network is highly loaded, the WS should
release the ABR RCC even if there are other ABR PDU trains waiting for
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transport. In this case, the WS backs off for some time before it requests a
new ABR RCC again.

4.4.4 The Fast ARQ Scheme

The general concept of automatic repeat request (ARQ) is to detect PDUs
with error at the LLC entity and then to request the source LLC entity to
repeat the erroneous PDUs. Three basic ARQ schemes are stop-and-wait,
go-back-N and selective-repeat, see Section 3.2.2.

The fast ARQ scheme developed for W-CHAMB networks is as efficient as
SR-ARQ and as simple as stop-and-wait ARQ. Figure 4.14 illustrates the
operation of the fast ARQ scheme. The receipt of a PDU sent on TCH n
during MAC frame n is acknowledged by the receiver using an ACK-E-Signal
sent on the related ECH n. If the receiver cannot receive the expected PDU
on the reserved TCH, the related ACK-E-Signal is not sent. No ACK-E-
signal means a NAK to the sender, and the source LLC entity of the sender
should retransmit the PDU. The ACK/NAK information is delivered to the
LLC entity by the primitive MAC RCC_STATUS.indication. If a NAK
is indicated, the source LLC entity retransmits the PDU that is buffered
in the ARQ buffer. If an ACK is received, the LLC entity transmits the
next PDU. The fast ARQ is operated like the stop-and-wait ARQ scheme.
But there is no additional delay needed for the LLC entity to wait for the
ACK/NAK as the ACK/NAK is transported using the ACK-E-signal on the
fixed time point. Actually, the source LLC entity never stops transmission
due to the delay of an ACK/NAK information. This is why it is called a
fast ARQ scheme. Since only failed PDUs are retransmitted, the fast ARQ
scheme achieves the same efficiency as the SR-ARQ.

4.5 W-CHAMB Network Layer

The W-CHAMB NL performs the routing function and the network man-
agement function that are especially important for multihop connections. It
is responsible for the establishment of an end-to-end virtual connection and

performs call admission control to ensure QoS guarantee for the established
VCs.
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Figure 4.14: The fast ARQ scheme

To make a WS reachable by a fixed network terminal or a WS in another
place, a WS in W-CHAMB networks is associated with an AP if an AP
connected to a wired network exists within n hops away from this WS. If
a WS cannot find an AP within n hops, it cannot be associated with an
AP and cannot be reached by other WSs that are more than n hops away
from it. An unassociated WS works in ad hoc mode and communicates with
other WSs that are within n hops away from it.

In the following studies we assume that a multihop connection in W-CHAMB
networks is usually limited to n = 4 hops. A network supporting 4 hop con-
nections can achieve a reasonable communication coverage and still keep the
network organization and routing protocol simple. A large scale network can
be realized by a number of APs that can be deployed quickly without fre-
quency planning and by using information exchange between the APs with
respect to the WSs connected to them.
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4.5.1 W-CHAMB Routing Protocol

Before a connection can be established, a route between the source and des-
tination must be found. A design objective of W-CHAMB networks might
be that more than 80% of the connections have fewer than or equal to 3
hops. Connections with 4 hops should be less than 20 %. If this assumption
is not met, the proposed routing scheme losses efficiency and would have to
be replaced. Deploying the network architecture of W-CHAMB networks,
an iterative routing protocol (IRP) called W-CHAMB IRP is developed.
The W-CHAMB IRP is based on a two-hop neighbor table (NT) which is
maintained in each WS proactively. Table 4.3 is an example of the two-hop
NT of S in Figure 4.15. Fy, F5, F3 and F} are one hop neighbors of S. By is
a two-hop neighbor of S and an one-hop neighbor of F;. The maintenance
of the two hop NT is proactive, which is realized by the following methods:

1. A WS broadcasts its neighbor table periodically.

2. By listening to the acc-s-PDU that includes STA ID of the sender and
the receiver, a WS updates its two hop neighbor table. For example,
if WS A receives an acc s-PDU sent by WS B to WS C, and if WS
C is not a neighbor of WS A, WS A can learn from this acc s-PDU
that WS B and WS C are its one-hop neighbor and two-hop neighbor,
respectively.

Table 4.3: Neighbor table of WS S
one-hop neighbor two-hop neighbor

F1 B1
F2 B2
F3 B3
F4 B4

Exploiting the information of the two-hop NT the W-CHAMB routing pro-
tocol determines the route according to the following procedures:

1. The source station checks whether the destination can be found in the
two-hop NT. If so, a route to the destination is known and no further
route discovery procedure is needed.
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2. If the source station cannot find the destination in the two-hop NT, it
broadcasts its route query to its neighbors. The neighbors that receive
the route query check their two-hop NT. If the destination is found,
a route reply is sent to the source station. Thus, a three hop route is
found. The source WS may receive more than one route reply. In this
case, the source WS selects the least loaded route that can provide the
best QoS. The other ones are used as back-up routes. They can be
used if the selected route is broken. This results in a QoS routing. All
the WSs identified to be three hops apart and the respective routes
are stored at the same WS together with a time stamp of validity.

3. If no route reply is received within a time limit, the destination is
most probably out of the three hop coverage of the source station. In
this case, the source station selects some of its neighbors to forward
the route query so that its two hop neighbors can receive the route
query. For example, see Figure 4.15, the source station S wants to
communicate with its destination D. As D is not in the two-hop NT
of S, S broadcasts a route query to its neighbors. As D is not in
the two-hop NT of S’s neighbors. S shall not receive any route reply.
Thus, S broadcasts a route query forward request message including
selected neighbors (Fy, Fy, F3 and Fy) to propagate the route query
to the two-hop neighbors of S, i.e. B, Bs, B3 and By. After the
receipt of the route query forward request, the selected forwarders,
i.e. Fi, Fy, F5 and Fy broadcast the route query to its neighbors.
WSs that receive the route query check their two-hop NTs. If the
destination is found, a route reply is sent back to the forwarder. At
this case, B; sends a route reply to F; and then F} sends a route reply
to the source station S. A four hop route between S and D is found
by this iterative way. All the WSs identified to be 4 hops apart and
the respective routes are stored at the same WS together with a time
stamp of validity. The 3 and 4 hop routing information is subject to
an aging process, depending on the speed of mobility (loss of valid
routes) experienced in the past.

In comparison with ZRP (Zone routing protocol), see Section 3.2.3, W-
CHAMB IRP generates much less control traffic than ZRP by avoiding
global search of the destination throughout the network. Query detection
and query termination that must be used in ZRP is not necessary for W-
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Figure 4.15: An example of the W-CHAMB IRP protocol

CHAMB IRP. The delay resulting from the route discovery can be kept very
small as the route query is forwarded at most two times, if n < 4.

4.5.2 Connection Setup

Before data PDU transfer in W-CHAMB networks between source and des-
tination can start, an end-to-end virtual connection (VC) is established for
the duration of a communication session [111, 128§].

In Figure 4.16 and Figure 4.17, as examples, we demonstrate the connection
setup initiated by WS A to WS D. The connection setup procedure is as
follows:
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1. After the NL of WS A receives the primitive Connection Setup Re-
quest with the parameters of DEST ID (destination identifier), QoS
requirements of the connection and a communication end point iden-
tifier (EP ID) assigned to this connection, the NL of WS A performs
the CAC (call admission control) function specified in Section 4.5.3,
to check if the required bandwidth is available in the air interface. If
the CAC is successful, the NL of WS A searches the two-hop NT, see
Table 4.3, to find whether WS D can be reached either directly or
through one relay station (RS). If not so, the W-CHAMB IRP algo-
rithm is invoked to find the next WS to reach the destination. In this
case, the next WS on the route to WS D is WS B.

2. The NL of WS A assigns a virtual connection identifier (VCI;) to
this connection and sends a SETUP message to the NL of the WS B.
V CI; uniquely identifies the connection between WS A and WS B.

3. After searching its two-hop NT, WS B finds that WS D can be reached
by the relay of WS C. The NL of WS B performs a CAC function to
check if there are enough bandwidth resources to relay this connec-
tion. If the CAC is successful, WS B assigns V' CI, to this connection
and sends SETUP message to WS C. V(I identifies the connection
between WS B and WS C.

4. After searching the NT, WS C finds that WS D is its neighbor. A CAC
function is performed in WS C to check if there are enough bandwidth
resources to relay this connection. If the CAC is successful, WS C
assigns V CI;5 to this connection and sends SETUP message to WS D.
V C1I; identifies the connection between WS C and WS D.

5. WS D accepts the connection after receiving SETUP message from
WS C if CAC is successful in its NL.

6. The NL of WS D sends CONNECT message to WS A on the backward
route. All intermediate WSs, i.e. WS C and WS B, set the routing
table in the W-CHAMB NL entity for this connection.

7. After WS A receives the CONNECT message, a three-hop end-to-end
connection between WS A and WS D is established.

At the end of the communication session, the connection is released by either
WS A or WS D. To support mobility during the life-time of a VC, handover
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Figure 4.16: Connection establishment

procedures are necessary [3, 88, 128]. In [128], a handover protocol based on
the path cut and path extension is developed for the W-CHAMB network.

4.5.3 Call Admission Control

A call admission control (CAC) function is invoked during the connection
setup to avoid the QoS degradation of the established connections and to
guarantee the QoS requirements of the establishing connection. CAC is
especially important for real time traffic. As bandwidth resources of the
W-CHAMB network are shared in fully uncoordinated manner, the CAC
algorithms that have been studied for fixed networks and centrally organized
systems [51, 68, 83] cannot be applied in W-CHAMB networks. The CAC
function in W-CHAMB networks can only be implemented distributedly. A
WS makes a call admission decision according to the channel occupation
condition found in its local COL.

Different CAC algorithms should be used for different service types. CAC
is not necessary for ABR Best Effort services. All such connections may be
accepted. Instead, a flow control mechanism for these connections should be
applied to avoid network congestion. When the network is heavily loaded,
the higher layer protocol should not generate further ABR PDUs to LLC
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entities. For the rt-VBR services, a strict CAC is required to achieve a QoS
guarantee for it. The amount of rt-VBR traffic on the radio channel must
be limited. An rt-VBR connection can be accepted only if there are enough
channel resources available.

The CAC algorithm for rt-VBR services is specified as follows:
rt-VBR_CAC( Apear)
(in source and destination WS)

1 CrthBR = (Nfree + NABR - Nmzn)/T
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2 if (Crt7VBR > Apeak:)
3 then accept the call
4 else reject the call

rt-VBR_ CAC(Apear)

(in relay WS)

1 Cri—vBR = (Nfree + NaBr — Nimin) /T
2 it (Cri—vBR > 2% Apeak)

3 then accept the call

4 else reject the call

where Cy:—vpr is the available capacity for rt-VBR services; Ny, is the
number of free TCHs during the measurement duration T counted in frames;
Ny pr is the number of TCHs reserved for ABR services during the duration
T; Npin is the minimal number of free TCHs required to meet the QoS
requirement of the rt-VBR connection. Apeqr (PDU per frame) is the peak
rate of the new rt-VBR connection;

In line 1 of rt-VBR,_ CAC(), TCHs used by ABR traffic are regarded as avail-
able for rt-VBR services as the rt-VBR services can obtain these channel re-
sources through the prioritized access and the ABR RCC interruption. The
difference of the CAC function in relay WSs from that in source/destination
WSs is that double capacity is needed for the connection in a relay WS. The
peak rate of an rt-VBR connection is the maximum number of TCHs per
MAC frame needed by this connection during its active period. The rt-
VBR_CAC() is different from the usual peak rate CAC algorithm used in
the fixed ATM network as C,;_vpBgr is a statistical mean value over the
measurement duration T. The channel resources used by rt-VBR connec-
tions are not the sum of the peak rate of the rt-VBR. connections. The
statistical multiplexing gain among rt-VBR connections can be adjusted by
the parameter N,ip.



CHAPTER 5

The Simulation Tool

his chapter describes an integrated stochastic simulation tool for the

traffic performance evaluation. The simulation tool is based on the
prototypic implementation of the W-CHAMB protocols in SDL. In fact the
W-CHAMB network is emulated within the simulator. Using realistic source
traffic models and channel models, a self-organizing multihop network with
its protocols can be evaluated in detail. In comparison with analytical meth-
ods using probability theory, queuing theory and Markov theory, computer
simulation is able to evaluate much more complicated systems stochastically.

5.1 Software Architecture

Figure 5.1 shows the software architecture of the developed simulation tool.
It has the following major components: the SDL specification of the proto-
cols, the channel model, the location management, the traffic sources, the
statistical performance evaluation and the configuration parameters.

The SDL specification is the key component of the simulator. The protocols
and algorithms are specified in SDL. Through the C++ code generator
SDL2SPTEECL, the SDL specification is translated into SPEETCL C++
class that generates communication objects that are representations of WSs
[4, 103]. Each communication object is associated with a traffic source
generating communication connections (calls) and data traffic streams. The
communication objects communicate with each other through a channel
model simulating the realistic radio transport medium. The signal strength
and data errors are dependent on the location of the communication object
with respect to the transmitter and interference, which is determined by
the location management. The simulation result is measured and evaluated
by the statistical evaluation components. By using the read-in file that
contains the configuration parameters, the simulation program need not to
be recompiled to change the simulation configurations.
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Figure 5.1: Software architecture

Each of the major components of the simulation tool is described in the
following Sections.

5.2 Protocol Specification in SDL

To specify protocols in SDL has many advantages [9, 12, 45, 62]. SDL
has formal basis which helps to eliminate protocol errors. SDL supports
modular design which can be easily reused. SDL is easy to read with a
graphical presentation and an easily understood finite state machine basis.
Moreover, SDL is well supported by commercial tools, such as Telelogic
SDT and SDL2SPEETCL. By using SDT, any syntax or semantics can be
automatically found. This can speed up the specification process. The
graphical presentation of SDL can be changed to a phase representation
by the tool SDT. The exact and formal description of the protocol can be
translated into a SPEETCL C++ class using the SDL2SPEETCL compiler.

We use the object-oriented definition for the protocol specification in SDL
[9]. This is achieved by the concept of packages in SDL. In a package,
system types, block types and process types can be defined. SDL Types
can be defined as virtual type and redefined in other place. Type definition
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enables to generate several entities supporting instantiation, generalization
and specialization. The system, block and process instance is then generated
from the type definition.

5.2.1 SDL System Type Specification

Figure 5.2 shows a SDL system type called stCHAMB that specifies the W-
CHAMB protocol stack. It defines a set of blocks that communicate with
each other and with the SDL environment via the bidirectional channels, i.e.
cEnuNL, ceNLLLC, cLLCMAC, cMACPL and c¢cPLEnv. Signals that are in-
cluded in the signal lists, sINLToEnv, silEnvToNL, sILLCToNL, sINLToLLC,
SILLCToMAC, sIMACToLLC, sIMACToPL, siPLToMAC, sIPLToEnv and
slEnvToPL are transported via the channels. These Signals may carry ad-
ditional parameter values or data. Each block bNL, bLLC, bMAC and bPL
models the protocol layer NL, LLC, MAC and PL, respectively. The SDL
system behavior that determines the W-CHAMB protocol performance is
defined by the behavior of its blocks that correspond to the protocol layers.

The #MSGDEF Directive and #MSG directive are functions provided by
the SPEETCL. The #MSGDEF Directive is necessary before using an
#MSG directive to send debug messages from any process in the SDL spec-
ification to the environment.

5.2.2 SDL Block Type Specification

Figure 5.3, as an example, shows the W-CHAMB SDL LLC block type spec-
ification called btLLC. The block type btLLC consists of two processes, pLL-
CMan and pLLCEnt, that communicate with each other via the signal routes
srLManFEnt through the gate gLME. This communication is via the signals
included in the signal lists sILEntToMan and slLManToEnt. The process
pLLCMan communicates with the block bLLC and bMAC via the signal
routes srLLCManNL and srLLCManMAC through gate gLN and gML, re-
spectively. Signals included in the signal lists sILLCManToNL, sINLToLL-
CMan, sSIMACToLLCMan and sILLCManToMAC are transported via the
signal routes. The process pL L CEnt communicates with the block bLLC and
bMAC via the signal routes srLLCEntNL and srLLCEntMAC through gate
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Figure 5.2: W-CHAMB SDL system type

gLN and gML, respectively. These signals are included in the signal lists
SILLCEntToNL, sINLToLLCEnt, sIMACToLLCEnt and sILLCEntToMAC.

The process pLLCMan is created at the system start, while the process pLL-
CEnt is created dynamically by the process pLLCMan at runtime. More
than one instance of the process pLLCFEnt may be created. Each instance
has a unique process identifier (PId). This makes it possible to send sig-
nals to individual instances of a process. If the first connection with a
neighboring communication partner is established, the process pLLCMan
creates a new instance of the process pLLCFEnt that takes responsibility of
the communication with this partner. The functions of the LLC protocol
layer described in Section 4.4 are realized by this way.
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Figure 5.3: W-CHAMB SDL LLC block type

5.2.3 SDL Process Type Specification

The dynamic behavior of an SDL system is described by the SDL processes.
The behavior of the blocks and the systems is derived from the behavior
of the process instances. The specification of the behavior of the process
instances is based on the concept of extended finite-state machines. Fig-
ure 5.4 shows a part of specification of the process type ptLLCMan. The
extended finite-state machine is either in a stable state (e.g. NotStarted or
Started) or in a transition (e.g. the procedure pdStartUp or pdStop) between
the states. The procedure pdStartUp/pdStop is initiated by the receipt of
an input signal sStart/sStop and ends in a new stable state. Procedures
are used in the specification to realize a specific function of the protocol.
Figure 5.5 shows the specification of the procedure pdStartUp in the pro-
cess type ptLLCMan. The Operators getInterger, getNatural and new are
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defined in the external ADTs (Abstract Data Types). These operators are

implemented by C/C++ functions.

5.3 Channel Model

The channel model simulates the physical transport medium of the wireless
networks. Signals transmitted from a sender are processed by the channel
model that decides the strength of the signals at the receiver of the other
wireless stations of the network [115].
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Assuming a free space propagation, The signal energy arriving at a receiver
is

PT- :PthGr(A/47T)1/d2 (51)

where P; represents the power radiated by the transmitter and P, the input
power of the receiver. G; and G, stand for the corresponding absolute
antenna gains. A is the wavelength and d the distance between sender and
receiver, that is decided by the location management, see Section 5.4.

In a realistic environment, the signal power decreases much faster than with
free-space propagation. With the introduction of the propagation coefficient
v, the signal energy arriving at the receiver becomes

Pr = PthGr(A/‘lﬂ')l/dv (52)

Realistic value for v are two in free space, between three and four in radio
applications within cities, and perhaps greater than four inside buildings.
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In the simulator the signal power at distance d from the transmitter is
calculated as
P, =kd™" (5.3)

where k is the same constant for all WSs.

The operation of wireless networks like W-CHAMB and IEEE 802.11 re-
quires a WS to detect the on-going transmission to decide the status of the
transmission channel. If the sum of all signal powers at the detection time
point is larger than a detection level, a transmission signal is detected. The
detection level is set by the protocol and usually much higher than the back-
ground noise level to distinguish the signals from the noise. The detection
level is, however, much lower than decode level. The higher the transmission
data rate, the higher the decode level must be. The minimum difference of
the decode level is decided by the necessary (Carrier-to-Interference) C/1I
ratio to decode a data packet correctly. The C/I is the ratio of the received
carrier signal C to the received interference I. On the assumption that all
WSs transmit independently of one another, the total interference power
at the receiver with N interfering WSs can be calculated on the basis of
a combination of the individual interference contribution I and the noise
power N:

I=>Y I +N (5.4)

all k

The packet error probability is decided by C/I, the modulation scheme and
the packet length. Figure 5.6 shows the relationship of the packet error
with the OFDM modulation scheme and C/I [69]. A packet with higher
C/I has a lower packet error probability. With the same C/I, a packet
with higher data rate has a higher packet error probability. The simulation
results shown in Figure 5.6 is based on the packet length of 54 bytes. We
use the results in Figure 5.6 as a reference to derive the packet error (FP)
of a packet with length L according to Equation (5.5).

P.=1—(1-p)% (5.5)

where p is the value read from Figure 5.6 with a packet length of 54 bytes.

For the packet-oriented transmission like CSMA/CA with IEEE 802.11,
a receiver may experience a different C/I of the same data packet while
receiving. Figure 5.7 shows, as an example, another WS sends a short
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Figure 5.6: Packet error vs. C/I

packet during the transmission of a long packet. At this case, the receiver
decodes the data packet at the three different time periods ¢;, t2 and t3
separately, based on the actual C/I and data length. If one or more of the
three parts of the data packet cannot be decoded correctly, the whole packet
is discarded.

5.4 Location Management

Section 5.3 indicates that the signal strength reaching the receiver is depen-
dent on the distance d between the sender and the receiver. The distance d
is decided by the location management model according to the position of
the wireless stations.

d=/(z1 —22)> + (y1 — ¥2)* + (21 — 2)? (5.6)
where (21,y1,21), (2,y2,22) are positions of the sender and the receiver,
respectively.

The position of the all wireless stations are managed by the location man-
agement model. The positions of the WSs may change during the simulation
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Figure 5.8: Mobility Model

due to the mobility of the WSs. Two kinds of mobility model are imple-
mented in the simulation tool. One is called random mobility. With the
random mobility, a mobile WS selects a random position in a small circle
with radius r after a time interval At, see Figure 5.8(a). The other one
is called target-oriented mobility. In this case, a mobile selects a predeter-
mined target position and moves toward the target position with a speed
V, see Figure 5.8(b). Usually the target-oriented mobility is much more
realistic than the random mobility.
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Figure 5.9: The generic traffic source model for rt-VBR and ABR services

5.5 Traffic Sources

To evaluate the traffic performance of the wireless networks, two kinds of
traffic sources, stochastic models and trace files, are used in the simulation
tool. Stochastic models are used to simulate the generic traffic sources.
To compare the traffic performance of W-CHAMB with IEEE 802.11 and
HiperLAN/2, trace files are used to make a fare comparison of the traffic
performance possible.

5.5.1 Stochastic traffic source models

Generic real time bursty (rt-VBR) traffic is used to model a video codec
which produces n pictures per second, see Figure 5.9(a). n is a variable that
may vary from 8 to 30 according to the quality of the video pictures. The
burst length of rt-VBR traffic is modeled by an autoregressive Markovian
process [82] with a mean of m. m is varied to model the different data
rates of the video streams. The rt-VBR traffic has two QoS requirements:
maximum delay and packet dropping probability.
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Figure 5.10: Packet size distribution read from trace files

Delay insensitive (ABR) traffic is used to model the generic data traffic.
The burst length of the ABR traffic is geometrically distributed with a mean
of v, see Figure 5.9(b). The interarrival time of ABR bursts is negative-
exponentially distributed, with a mean value a. v and a are changed to
model the different ABR traffic characteristics.

5.5.2 Trace files

For the purposes of performance comparison of different wireless networks,
the trace files that contain the real measured data are used as the traffic
sources. Figure 5.10 shows the packets length distribution of the Ethernet
trace and the MPEG video trace files used [13, 46].

The Ethernet traffic is ASCII-format tracing data, consisting of one 20-byte
line per Ethernet packet arrival. Each line contains a floating- point time
stamp (representing the time in seconds since the start of a trace) and an
integer length (representing the Ethernet data length in bytes). The length
field does not include the Ethernet preamble, header, or CRC; however,
the Ethernet protocol forces all packets to have at least the minimum size
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of 64 bytes and at most the maximum size of 1518 bytes. 99.5 % of the
encapsulated packets carried by the Ethernet PDUs were IP.

The MPEG trace file represents the bandwidth output of a variable bit
rate (VBR) video coder which conforms to the MPEG 1 standard. The
sequence of MPEG I, P and B frames used is IBBPBBPBBPBB IBB..., so
there are 12 frames in a Group of Pictures (GOP). The data file consists
of 174,138 integers (in plain ASCII text), representing the number of bits
per video frame. The source material used here is the movie “Star Wars”,
which contains quite a diverse mixture of material ranging from low com-
plexity /motion scenes to those with very high action.

To change the data rates of the traffic sources, the time stamp is modified
by a factor to speed up or slow down the traffic stream.

5.6 Configuration Parameters and Performance Evalua-
tion

To configure a simulation, all necessary parameters, such as the number of
WSs, transmission power, etc. are stored in a read-in file. The parameters
are read by the program during the simulation run. By doing so, the pro-
gram code need not to be recompiled if some parameters are needed to be
changed. This is very important for the protocol design to get the insights
of the traffic performance with different parameter sets.

The delay performance is evaluated by the Discrete Limited Relative Error
(DLRE) algorithm [49, 100]. The relative error is set to 1%. The through-
put performance is obtained directly form the measured data during the
simulation.

5.7 Implementation Aspect

The simulation tool is based on the object oriented C++ programming lan-
guage [64]. Some functions which are necessary for the stochastic simulation
are already available in the C++ class library SPEETCL. These are, e.g.
event-driven simulation scheduler, random generator, LRE algorithms. The
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SDL system that contains the complete protocol specification is translated
into SPEETCL C++ classes with the help of SDL2SPEETCL.

For the project management of the program codes, the commercial available
software tool SNiFF+ is used. Using the makefiles automatically generated
by the SNiFF++ tool, the software codes can be easily compiled and de-

bugged.

For the easy configuration of the simulation parameters and display of sim-
ulation results, a graphical user interface (GUI) is developed using the
TCL/TK script language [90], see Figure 5.11.



CHAPTER 6

W-CHAMB Traffic Performance

n this chapter the W-CHAMB traffic performance is studied using analyt-
I ical methods and the simulation tool. Using probability theory, queuing
theory and Markov theory we can obtain insights of the W-CHAMRB system
performance. The advantage using the analytical method is that an intu-
itive and elegant explanation of the system behavior can be derived quickly.
The limitation of the analytical evaluation is that the system has to be sim-
plified to make the analyzes mathematically tractable. For this reason, the
simulation tool described in Chapter 5 is used to study W-CHAMB systems
with more complicated scenarios. The impact of the system parameters on
the traffic performance is intensively studied and more insights into the
W-CHAMB networks are revealed.

6.1 Analytical Evaluation

In this section, analytical methods are used to evaluate the W-CHAMB air
interface. We analyze the Access Success Probability (ASP) on the ACH
using probability theory. The ASP when a WS randomly chooses an access
priority is compared with that when a WS selects it according to a geometric
distribution. When a WS selects an access priority according to a geometric
distribution, the parameter p of the geometric distribution has a significant
impact on the ASP. With the results on the ASP, the performance of the
W-CHAMB MAC protocol is analyzed using the two-dimensional Markov
chain theory.

6.1.1 The Access Success Probability (ASP)

The W-CHAMB MAC protocol uses a prioritized access scheme to provision
QoS and to reduce the collision probability of the random access on the
ACH. The WS contending for the access on the ACH selects an access
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priority according to the algorithms specified in Section 4.3.2.4. The WS
with highest priority survives from the contending process and obtains the
right to access the ACH. If more than one WS has the highest priority, a
collision happens. In this case, the access has failed.

Assume that n WSs are contending for the transmission on the ACH and
each WS chooses a priority between 0 and P,,,, independently, the probabil-
ity, that only one WS has the maximum access probability can be calculated
according to the Equation (6.1). P(s = 1|n) is the probability that one of
the n contending WSs has chosen the access priority larger than the other
n —1 WSs. This WS survives from the access contention and transmits the
access PDU without collision. So P(s = 1|n) is the ASP with n contending
WSs on the ACH.

Pmazx

ne S Pl=i)-(PU<)™ 022
7 n=1

P(s=1|n) =

where P(I = i) is the probability that an access priority i is chosen by a
WS. P(l < i) is the probability that a WS chooses an access priority smaller
than i. P(I =) - (P(I < ))™"! is the probability that one WS chooses a
priority i and all other n-1 WSs choose a priority smaller than priority i.
This is the case that one WS survives from the contention on the ACH. The
sum of all such possible cases results in P(s = 1|n) that is the ASP with n
contending WSs.

The values of P(I = i) and P(I < i) depend on the way how a WS chooses
the access priority. If all WSs choose the access priority randomly, the
probability that a WS chooses one of the values between 0 and Py, is
uniformly distributed. In that case, P(l = i) and P(l < i) are calculated
according to Equation (6.2) and Equation (6.3), respectively.

P(l=1)= m 0 <t < Phae (6.2)
Pl<i)= p—=5 0<i<Puuw (6.3)
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If the probability that a WS selects the priority i is geometrically distributed,
P(l < i) is then calculated according to Equation (6.4) and Equation (6.5),
respectively. p in Equation (6.4) is the parameter of geometric distribution.
A larger p means that the probability to select a larger access priority
becomes higher.

. pi'(l_p) 0 <4< Phpgz —1
P(l=i)= ) 6.4
i=p={ PP 05 (6.4
Pll<i)= 1—p' 0<i< P (6.5)

Figure 6.1 and Figure 6.2 show the ASP vs. the number of contending WSs
under various parameters. The ASP is calculated according to the Equation
(6.1, 6.2, 6.3, 6.4 and 6.5).

Figure 6.1(a) shows that if a WS randomly selects an access priority between
0 and 10, the ASP decreases rapidly with the increase of the number of con-
tending WSs. If an access priority is chosen between 0 and 10 according to
a geometric distribution, the parameter p of the geometric distribution has
a significant impact on the access success probability. For a small number
of contending WSs (fewer than 15), the highest ASP is achieved with p =
0.7. But the ASP decreases significantly if the number of contending WSs
increases. When the number of contending WSs is larger than 15, a stable
access performance is obtained with p = 0.6 in this case. With P4, = 10,
the ASP degrades quickly with a moderate increase of the number of con-
tending WSs if a WS chooses an access priority randomly. From the results
in 6.1(a) we derive the conclusion that an access priority should be cho-
sen according to a geometric distribution if the maximum access priority is
small and the number of contending WSs is moderate to large.

Figure 6.1(b) shows the ASP vs. the number of contending WSs with the
maximum access priority Pp., = 50. Here we see that the ASP with P4, =
50 is much higher than the ASP with P,,,, = 10 which is displayed in Figure
6.1(a). With Py, = 50, the best access performance can be achieved with p
= 0.90 if a WS chooses a priority between 0 and 50 according to a geometric
distribution. With a small number of contending WSs (fewer than 5), the
better access performance is achieved when a WS chooses an access priority
randomly. In this case, if the number of contending WSs is generally fewer
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Figure 6.1: Access success probability vs. the number of contending WSs with
Pro. = 10 and 50

than 5, a WS should choose an access priority randomly. Otherwise the
access priority should be chosen according to the geometric distribution
with the parameter p = 0.9.

Figure 6.2 shows the ASP vs. the number of contending WSs with the
maximum priority of 100 and 150. The highest ASP is obtained with p =
0.94 and p = 0.96 respectively, when an access priority is chosen according
to the geometric distribution. The results indicate that the parameter p
has large impact on the ASP and p has different optimized values with
different P,,,,.. With a small number of contending WSs (fewer than 5), the
maximum ASP is almost the same if the access priority is chosen randomly
or according to a geometric distribution. If the number of the contending
WSs is large, the superiority to choose an access priority according to a
geometric distribution is obvious.

Figure 6.3 compares the ASP under various Pj,... It is natural that the
ASP can be improved if the maximum access priority is larger. However,
with a maximum access priority more than 100, the access performance will
not be improved significantly. This means that P,,,, = 100 is enough in
most cases. From the results in Figure 6.3, we can also conclude that when
the number of contending WSs is larger than 5, a better access performance
is achieved by choosing the access priority according to a geometric dis-
tribution, whilst the access performance is better by choosing the access
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priority randomly when the number of contending WSs is fewer than 5.
For networks with best effort services that experience usually a large num-
ber of contending WSs, the access priority should be chosen according to a
geometric distribution because the access performance remains almost in-
dependent on the number of contending WSs if the access priority is chosen
according to the geometric distribution. The parameter p of the geometric
distribution should be optimized to achieve the best access performance. On
the contrary, the number of contending WSs with real time traffic services
tends to be rarely larger than 5 as the traffic loads of real time services are
strongly controlled by the call admission control. Thus, the access priority
for the real time services should be selected randomly.

6.1.2 Markov Analysis of the W-CHAMB MAC Protocol

6.1.2.1 Model Formulation

50

Consider a W-CHAMB network with M WSs, each being able to communi-
cate directly with any of the other WSs. A traffic source in each WS gener-
ates PDU trains. The number of PDUs of each PDU train is geometrically
distributed with a mean of ﬁ. A new PDU train is generated only if the
previous PDU train is fully transmitted. This assumption is called a single
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Figure 6.3: The access success probability vs. the number of contending WSs
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message traffic source [74]. The time interval between the end of previous
PDU train and the arrival of a new PDU train is negative-exponentially
distributed with a rate of A.

Upon the arrival of the first PDU of a PDU train, the WS starts to re-
serve an RCC according to the procedures described in Section 4.3.2.5. For
the reason of mathematical tractability, it is assumed that only one TCH
(TDMA slot) can be reserved for each PDU train. The channel is assumed
error free except for collisions. Each W-CHAMB MAC frame has one ACH
and N TCH. If there is any TCH free and one WS successfully transmits its
acc s-PDU on the ACH, the addressed WS will reply with an ACK PDU
on the selected TCH. This TCH is then reserved and the WS begins to
transmit its Data PDU on this reserved TCH from the next MAC frame on.
At the end of the PDU train, the reserved TCH is released to be available
to other WSs again.

The W-CHAMB MAC protocol can be modeled as two queue systems in
tandem as shown in Figure 6.4. The first queue system is a distributed
queue and it deals with acc s-PDU. The ACH is modeled as an ACH-server
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Figure 6.4: W-CHAMB tandem queuing model

to process acc s-PDU. The maximum service rate of the ACH-server is one
acc s-PDU per MAC frame. The service rate of the ACH-server is dependent
on the access success probability (ASP) on the ACH. acc s-PDUs are queued
in each WS that has a PDU train to transport, but has not yet reserved a
TCH. The second queuing system is a multi-server system. Each TCH is
modeled as a TCH-server to process PDU trains. The service rate of each
TCH-server is one PDU per MAC frame. The remaining PDUs of a PDU
train that is being transported on a reserved TCH is queued in the WS.
The queuing discipline is FIFO (First In First Out) and the capacity of the
buffer in each WS is assumed large enough to ensure that no PDU of a PDU
train is dropped. There is a blocking mechanism in such a tandem queuing
model as the ACH-server stops working whenever all TCH servers are full.
This is called communication blocking [124]. This means that the ratio of
the number of TCHs in each MAC frame (N) and the mean length of the
1

PDU train (ﬂ) should be appropriate. Otherwise, there is a bottleneck

effect on the ACH.
The summary of the Model is as follows:

1. A fully connected W-CHAMB network with M WSs is considered. An
error-free channel is assumed.

2. Each MAC frame has one ACH and N TCHs.

3. The length of a PDU train (number of PDUs) is geometrically dis-

tributed (P(I) = p!~1(1 — p)) with a mean length E(L) = ﬁ- It
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is assumed that all PDUs of a PDU train are generated at the same
time.

4. Only one TCH can be reserved for a PDU train.

5. The time interval between the end of the previous PDU train and the
arrival of a new PDU train is negative-exponentially distributed with
a rate of \.

6.1.2.2 The Analysis

To analyze the W-CHAMB tandem queuing model shown in Figure 6.4, the
two dimensional Markov chain analysis method [33, 104, 105] is used. The
W-CHAMB MAC system at the start of the nth frame (embedding points)
is observed and the system is modeled as a two dimensional discrete time
Markov chain process:

X = {X,, = (Cp, Rp)|n >= 0} (6.6)

where X, is a two-dimensional random sequence. C,, represents the number
of WSs that have a PDU train waiting for transmission at the start of the
nth frame. These WSs contend for the access on the ACH to reserve a TCH.
R, represents the number of TCHs that are reserved for the transmission
of a PDU train at the start of the nth frame.

The steady-state of the system is denoted by the pair (c, r), where ¢ denotes
the number of the WSs contending for the transmission on the ACH, and
r denotes the number of TCHs reserved for transmission. The values of ¢
and r meet that 0 < ¢ < M,0<r < Nand 0 <c+r < M. All possible
states are shown in Figure 6.5. The one-step state transition probabilities
must be calculated to analyze a Markov chain. It is too complicated to
display all the state transitions in Figure 6.5. To have an intuitive image
of the state transitions of the W-CHAMB tandem queuing model, we use
a much simplified case. The state transition diagram with M=3 and N=2
is displayed in Figure 6.6. For the reason of easy description we define an
active WS as a WS that has a PDU train to transmit, whilst an idle WS is
a WS that has no PDU to transmit. State (0, 0) means that no WS waits
to access the ACH and there is no reservation on TCHs. The possible states
to which state (0, 0) can transit are (1, 0), (2, 0) and (3, 0) if one, two or



6.1. Analytical Evaluation 95

L
i
4

Figure 6.5: State diagram of the W-CHAMB Markov model

three WSs become active during the next MAC frame, respectively. State
(0, 0) remains unchanged if no WS becomes active during the next MAC
frame. State (0, 1) means one TCH is reserved by a WS and no WS waits
for accessing the ACH. State (0, 1) may transit to state (1, 1) or (2, 1) if one
or two idle WSs become active and the reserved TCH is not released during
the next MAC frame. It is also possible for state (0, 1) to transit to state
(1, 0) or (2, 0) if one or two idle WSs become active and the reserved TCH
is released during the next MAC frame. State (0, 1) transits to state (0, 0)
if the reserved TCH is released and no PDU train arrives in the remaining
two WSs. State (0, 1) may also remain unchanged if no idle WS becomes
active and the reserved TCH is not released. For the similar reason, state
(0, 2) may transit to (0, 0), (0, 1) (1, 0), (1, 1) and (1, 2) , or remain
unchanged. State (1, 0) can transit to State (0, 1), (1, 1), (2, 1), but is not
possible to remain unchanged as only one WS waits to access the ACH. All
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other state transitions are shown in the Figure 6.6. From Figure 6.6 we see
that all states are positive-recurrent, irreducible and aperiodic so that the
two dimensional Markov chain of W-CHAMB system is ergodic.

The one-step transition probability (P;) of the system

P, = P(ca,r2|c1,m1) = JLIEOP(CnH =c2,Rpt1 =12|Cp, = c1, Ry = 711)

(6.7)
can be calculated according to the Equation (6.8).
(0 co<cp—1
0 ro >ry+1
0 < cy, r9o=0
1= P(s = fen)] - (1 - p)"
Pla=co—ci|lI=M—c; —11) cy>c, ro=0
P(s=1lcr) - p™
Pla=co—c1+ 1| I=M—¢, — 1) ro=r; +1
P P(S = 1|01)
t = .(TIfT}ZH) Spr2—l. (1 _p)rrrzﬂ
Pla=0I=M—c; —ry) co=c1—1, o<1
P(s =1]ey)
ry Spag) (L=
Pla=c—c1+1/I=M —c; — 1)
+ [1 = P(s=1|e1)]
(o) P (L=p)r
\ ‘Pla=cy—cill =M —c; —rp) cy >c1, T2 <1
(6.8)

where P(s = 1|c1) is the ASP with ¢; contending WSs, calculated according
to Equation (6.1). P(a = z|I = y) is the probability that x WSs from y
idle WSs become active during the next MAC frame. As the time interval
between the end of previous PDU train and the arrival of a new PDU train
is negative-exponentially distributed with a rate of A\, P(a = z|I = y) can
be calculated according to the Poisson distribution, see Equation (6.9).

“A-Ty)*
Pla=z|l =y) = %67”/\'7} (6.9)

Ty is the MAC frame duration. y - A is the total PDU train arrival rate of
y idle WSs.
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Figure 6.6: State transition diagram (M=3, N=2)

The Equation (6.8) can be explained as follows:

1. ¢3 < ¢; — 1 is impossible for the state transition as each MAC frame
is able to serve at maximum one acc s-PDU. The possible state tran-
sitions for ¢y are c; = ¢; (if no acc s-PDU is served) or ¢o = ¢; — 1 (if
one acc s-PDU is served).

2. 79 > 11 + 1 is also impossible for the state transition as the number
of reserved TCHs can increase by one at most during one MAC frame
because at maximum one acc s-PDU can be processed in each MAC
frame.

3. if ¢2 < ¢, then ro = 0 is impossible as ¢ < ¢; means one acc s-PDU
is served during the MAC frame so that r» > 1 (at least one TCH is
reserved).

4. ¢y > ¢1 and ro = 0 mean that no acc s-PDU is served and r; TCHs are
released during the MAC frame. [1 — P(s = 1|e1)] is the probability
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that no acc s-PDU is served with the ¢; contending WSs. (1 — p)™
is the probability that r; TCHs are released during one MAC frame.
P(a =cy—ci|I = M — ¢y —ry) is the probability that @ WSs from the
I idle WSs becomes active during the MAC frame. The product of
these three probability results in the transition probability from state
(c1,71) to (e2,r2).

. 72 =71 + 1 means that one acc s-PDU is served and all the r; TCHs

remain reserved. P(s = 1|¢;) is the probability that one acc s-PDU
is served among the ¢; contending WSs. p™ is the probability that
all the r{ TCHs remain reserved. The transition from ¢; to c3 means
that co —c¢; +1 WSs from the (M — ¢; — 1) idle WSs should become
active during one MAC frame.

.ca =c —1 and re < ry mean that one acc s-PDU is served, the

r1 —ro + 1 TCHs are released during the MAC frame, and no WSs
from the (M — ¢; — 1) idle WSs become active. The state transition
probability in this case is the product of these three probabilities.
(r1 7’;}2“) -pm271. (1 — p)"=r2+l is the probability that 7y — 7y + 1 of
the r1 reserved TCHs are released during one MAC frame.

.if e > ¢ and ry < 7y, then one acc s-PDU may or may not be

served. The probability that one acc s-PDU is served is P(s = 1|e1),
whereas the probability that no acc s-PDUis served is 1 —P(s = 1|ey).
If one acc s-PDU is served, then r;y — ro + 1 TCHs of the r; reserved
TCHs are released and ¢» — ¢; +1 WSs of the M — ¢; — rq idle WSs
become active during the MAC frame so that state (c1,71) transits to
(c2,72). In the case that no acc s-PDU is served, then 7, —r2 TCHs of
the r; reserved TCHs are released and cs —¢; WSs of the M —c¢; —ry
idle WSs become active during the MAC frame.

The steady-state probabilities P(c, r) can be obtained by solving a set of
well-known liner equations 6.10 [104].

P(C,T‘) = Z P(Zaj) 'P(C,T|i,j), Z P(C,T‘) =1 (610)

all(%,7) all (c,r)

where (c, r) and (i, j) denote all possible states of the Markov chain, see
Figure 6.5.
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From the steady-state probability P(c, r) the stationary distribution P(c)
and P(r) for the variables C' = lim,,_,o, C;, and R = lim,,_,, R, can be
calculated:

P(c) =Y P(c,r) r=0,1..N (6.11)
all r

P(r)= > P(c,r) c=0,1..M (6.12)
all ¢

as well as the expected values E(C) and E(R):

E(C)=)_ P(c)-c c=0,1..M (6.13)
all ¢

ER)=>_ P(r)-r r=0,1..N (6.14)
all r

From the expected values E(C) and E(R) the W-CHAMB MAC protocol
performance, i.e. the system throughput and the mean delay can be derived.
The system throughput is defined as the ratio of the average number of
transmitted PDUs per frame to the number of TCHs each MAC frame.
Assume that the ACH has the same length as TCH, the system throughput
n can be calculated according to the Equation (6.15).

E(R)

Ui

We define the access delay W as the expected value of the time to obtain a
reservation, equal to the average interval of time a WS spends in contention.
W is the mean queuing time of acc s-PDU in the first queuing system in
Figure 6.4.

The average access delay (W) can be calculated according to Little’s law
[71, 72]:

(6.16)
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where (M —E(C)— E(R))- A represents the mean arrival rate of acc s-PDUs.
E(C), the mean number of the contending WSs, corresponds to the mean
queue length of the first queuing system.

The mean delay of the PDU train is the average time spent in the system,
that is the access delay plus the service time. As one PDU train can reserve
at maximum one TCH, the average service time is equal to the average
number of PDUs of PDU trains multiplied by T, the MAC frame duration.
For an individual PDU in a PDU train, the delay of the first PDU is one
MAC frame plus the access delay, whereas the last PDU experiences a delay
of L, MAC frames plus the access delay. L is the PDU train length, that is
a random variable with a geometric distribution. The mean PDU delay of
a PDU train with 1 PDUs is HTl - Tt plus the access delay. The mean PDU
delay T of all PDU trains can be calculated as the ratio of the expected
value of the sum of the PDU delay of a PDU train to the mean PDU train
length, see Equation (6.17).

B(HL Ty 1)

T=W+ B (6.17)
As L is geometrically distributed, P(L = 1) = p!~!(1 — p) we have
B(L) = — (6.18)
=17 )
1+p
E(L) = 6.19
(%) = 522 (6.19)

Then Equation (6.17) can be expressed as

B
E(L)
E(LQ) + E(L)
2E(L)

T = W+ Ty

- W+ -Tf
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where E(L) is the mean length of the PDU trains. It is interesting to see
that the mean PDU delay of all PDU trains (T) is different from the value
of W+ % -T'y. The reason for this interesting result is that, as indicated
in Equation (6.17), longer PDU trains have more PDUs with larger PDU
delays than shorter ones. The result is confirmed by the simulation in Figure
6.10(b).

6.1.2.3 Numerical Results

The numerical results of the throughput and mean delay of the W-CHAMB
MAC protocol are discussed in this section. If not especially indicated, the
parameters M (number of WSs) and N (number of TCHs per MAC frame)
are M = 25 and N = 15, respectively. The access priority is selected
randomly by a contending WS. The linear equation system of Equation
(6.10) is solved using the BCG (biconjugate gradient) algorithm [104]. By
solving Equation (6.10), we obtain all equilibrium state probabilities P(c,
r), c = 0.M, r = 0.N, ¢c+r < M. The distribution of the number
of contending WSs and the number of reserved TCHs can be derived from
Equation (6.11) and (6.12), respectively. The expected values of the number
of contending WSs on ACH and the number of reserved TCHs can be easily
calculated according to the Equation (6.13) and (6.14). The throughput
and delay performance can finally be derived from Equation (6.15) and
(6.20). The accuracy of the analytical results is verified by comparison
with simulation results. Simulation results are obtained by means of the
stochastic simulation tool described in Chapter 5. Simulation results are
depicted with points, whereas the analytical results are plotted by lines.
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Figure 6.7: Impact of access priority

6.1.2.4 Impact of the Maximum Access Priority

Figure 6.7 shows the impact of maximum access priority on the throughput
of a W-CHAMB network with 25 WSs. The mean length of PDU trains
is set to 20. From Figure 6.7(a) we can see that the maximum access
priority Pmax = 10 appears not enough in this scenario as the throughput
degrades significantly when the network approaches saturation due to the
low ASP. On the other hand, very large maximum access priority is also
unnecessary as the throughput does not increase much if the maximum
access priority is more than 50 as the ASP is high enough with the maximum
access priority of 50 in this case. The maximum achievable throughput is
about 0.86. Figure 6.7(b) indicates the mean number of the contending WSs
vs. the PDU train arrival rates. The increase of the arrival rate increases
the number of contending WSs, which decreases the ASP if the maximum
access priority is not large enough, see Figure 6.1(a). Figure 6.7(b) shows
that the mean number of contending WSs with maximum access priority
of 10 is significantly larger than that with a maximum access priority more
than 50 due to the lower ASP with P,,,, = 10. The analytical results agree
with the simulation results very well in Figure 6.7 as the Markov model is
in a good equilibrium at this condition.
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6.1.2.5 Impact of the Mean Length of PDU Trains

Figure 6.8 shows that the maximum throughput of the system depends on
the mean length of PDU trains. If the mean length of the PDU trains (E(L))
is equal to 1000, then the network works like a pure TDMA system. The
throughput is close to the maximum achievable throughput of the system,
that is 1i—5N = 0.9375. With a reduced mean length of PDU trains, the
maximum throughput decreases. This is due to the bottleneck effect of the
ACH. Before a WS can reserve a new TCH, its acc s-PDU must be served
first by the ACH. As each MAC frame can serve only one acc s-PDU at
the most, some WSs may not be able to reserve a TCH although there are
free TCHs. The bottleneck effect become worse if the mean length of PDU
trains decreases. From Figure 6.8 we can see that the bottleneck effect is
insignificant for the system with N = 15 if the mean length of the PDU
train is larger than 50. But the bottleneck effect becomes very significant
with smaller mean length of the PDU trains. With E(L)=10, the maximum
achievable throughput is only about 0.6. It seems that for a system to
support short PDU trains a short MAC frame is preferred to reduce the
bottleneck effect of the ACH. But a short MAC frame results in a large
protocol overhead caused by the ACH. The trade-off between the protocol
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overhead caused by the ACH and the bottleneck effect with a large N is
discussed in Section 6.1.2.6.

6.1.2.6 Impact of the Number of TCHs

Figure 6.9 shows the impact of the number of the TCHs (N) on the through-
put. The throughput is compared with the same arrival rate with N = 10,
15 and 20, respectively. The throughput vs. p, the parameter of the PDU
train length distribution (E(L)=1/(1-p)) is plotted. The maximum achiev-
able throughput is 0.91, 0.94 and 0.95 with N = 10, 15 and 20, respectively.
If PDU trains are long enough (large p), the number of TCHs of one MAC
frame (N) should be as large as possible to reduce the protocol overhead
caused by the ACH. But from the Figure 6.9 we can see that with smaller
p (corresponding to short PDU trains), the throughput is very low if N
= 20 is used due to the bottleneck effect on the ACH. For short PDU
trains, a smaller N achieves a much higher throughput performance. The
throughput with N=10 exceeds the throughput with N=15 and N= 20 if
p is smaller than 0.97 and 0.98, respectively. The throughput with N=15
exceeds the throughput with N=20 if p is smaller than 0.99. As the dif-
ference of the maximum achievable throughput with N=20 from that with
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N=15 is insignificant, N = 15 seems to be the best value if N is not adapted
dynamically. The best performance can be achieved if N can be adjusted
dynamically according to the mean length of PDU trains.

6.1.2.7 Mean Delay vs. Throughput

Figure 6.10 plots the mean access delay and the mean PDU delay vs. the
throughput with a mean length of PDU trains (E(L)) = 10 and 20. Figure
6.10(a) shows that the mean access delay remains low as long as the network
is not saturated. After the maximum throughput is reached, the mean access
delay increases with the increase of the arrival rates of PDU trains. Here
we can see the same effect as indicated in Figure 6.8 that the maximum
achievable throughput with E(L) = 20 (0.8) is much higher than that with
E(L) = 10 (0.6). The mean access delay will not, however, infinitely increase
as one message traffic is assumed. One message traffic means that the next
PDU train is generated only after the previous PDU train is fully served.
Thus, the number of acc s-PDUs waiting for serve by the ACH server is
limited.

Figure 6.10(b) shows the mean PDU delay vs. the throughput. The mean
PDU delay is proportional to the mean length of PDU trains as indicated in
Equation (6.20). The derivation of Equation (6.20) is confirmed in Figure
6.10(b) by simulation results, that are depicted with points.
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6.2 Computer Simulation

In this section the traffic performance of W-CHAMB networks is intensively
studied using the simulation tool. The impact of the system parameters,
i.e. network connectivity, transmission rate, number of APs, traffic charac-
teristics, channel errors, and protocol variables, on the traffic performance
is systematically investigated. The performance gain using the developed
protocols and algorithms can be seen from the simulation results.

6.2.1 Simulation Scenarios

The k x k grid network shown in Figure 6.11 is used as the basis for the sim-
ulation scenarios to study the traffic performance of W-CHAMB networks.
The k x k grid network can represent the characteristics of W-CHAMB
networks in terms of multihop transmission, frequency spatial reuse, co-
channel interference, hidden station problem and network connectivity. All
WSs are assumed to have the same radio characteristics, such as transmis-
sion power, communication range, receive sensitivity. A desired network
connectivity is achieved by adjusting the transmit power of the wireless
stations accordingly. The connectivity is defined as the mean number of
neighbors, normalized by the number of the maximum possible number of
neighbors [15].

1
=— i 6.21
‘TN Z; " (6:21)
where n; is the number of neighbors to station ¢, N is the number of stations
in the network. A fully connected network has a connectivity of 1.

In the case that no AP is considered, a WS randomly selects another station
as its traffic sink. The Minhop routing algorithm is used to establish a
multihop connection if the destination cannot be reached directly. To study
the traffic performance of access networks, some of the WSs in the network
can be replaced by access points (APs). In an access network, most of the
connections are established between the access point and WSs. The radio



6.2. Computer Simulation 107

S Ss

([ J {
oS oS
.314 .315

Sie Si17 S S

°® Py Ps 18 ® 19 .Szo
Sy Sy Sy S, Sg

° ° ° ° °

R : transmit/receive range

Figure 6.11: Simulation scenario

characteristics of an AP are assumed the same as those of a WS. An AP
differs from a WS on the aspect that an AP is connected to the core network.

6.2.2 W-CHAMB Efficiency

To study the protocol efficiency of W-CHAMB networks a 5x5 grid network
with a connectivity ¢ = 1 is used. Each WS is loaded with a generic ABR
traffic source specified in Section 5.5.1 with a mean length of PDU trains
of 30, and randomly selects another WS as its traffic sink. The mean inter-
arrival time of the ABR PDU trains is varied to model the various traffic
loads. No channel error is considered except in Section 6.2.2.4 where the
impact of channel errors on the traffic performance is studied.
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6.2.2.1 Throughput and Mean Delay

As a wireless channel is always a very scare and expensive resource, the
channel utilization of a wireless network with a high load should be as high
as possible under the condition that the mean delay is still acceptable for the
application. The throughput (channel utilization) of W-CHAMB networks
is the ratio of the number of all transmitted data PDU to the number of
simulation time slots. As one time slots every MAC frame is used as an
ACH, the maximum channel utilization is 15/16 = 93.75% if the MAC
frame has 16 time slots, and E-signals are sent on the NECH.

Figure 6.12 shows that the maximum throughput of ABR traffic with the
mean length of PDU trains of 30 is about 87% that is about 7 % less than the
theoretical maximum throughput. One reason is that a part of TCH slots
are used to send signaling PDU (ack-s-PDU) to establish an RCC or remain
empty at the end of the RCC to implicitly inform other WSs the release of
the RCC. Another reason is the bottleneck effect of the ACH. As each MAC
frame can serve one acc-s-PDU at the most, other WSs have to wait for the
next frame even when there are many free TCHs. But 87% is really a very
high utilization for a decentralized MAC protocol. Before the network is
saturated, the throughput increases linearly with the increase of the traffic
load. This means that all PDUs are served till the maximum throughput is
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Figure 6.13: Delay performance

reached. After that the network is saturated and the throughput can not
increase further. Although W-CHAMB is stable at the saturated situation,
the network should be avoided to operate under a saturation condition as
the delay performance degrades significantly.

Figure 6.13 shows the delay performance of the W-CHAMB network. The
mean PDU delay increases very quickly when the network approaches sat-
uration, see Figure 6.13(a). Before the network is saturated, the increase of
the mean delay over load is very small. Even at a very low load situation,
the mean delay does not approach zero as a PDU train is transported over
many MAC frames in sequence even there are many free TCHs available.
The delay performance can be improved if more TCHs are allowed to be
reserved for an ABR RCC so that the transmission duration of an ABR
train can be reduced. This is achieved by the DCA algorithm described
in Section 4.4.2.3. Figure 6.13(b) shows the complementary distribution
function (CDF) of PDU delay with various traffic loads. The CDF shows
the probability that a PDU experiences a delay larger than a given value.
From Figure 6.13(b) we can see that at the traffic load of 0.81 about 0.5%
PDUs experience a delay large than 180 ms. With the load of 0.87 about
80% PDUs experience a delay large than 180 ms as the network is saturated
with this load.
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6.2.2.2 Impact of the DCA Algorithm

In Section 4.4.2.3 the DCA algorithm is designed to use the channel re-
sources more efficiently and fairly. The bandwidth of an ABR RCC is
dynamically allocated according to the network load condition. Figure 6.14
shows the traffic performance with different DCA parameter sets (N4, N3,
Ny, Ny). Figure 6.14(a) shows that DCA has almost no impact on the
throughput in this case. This is because with a low traffic load all data
PDUs can be transported, whilst with a high traffic load all TCHs are al-
most always reserved as it is assumed that all WSs have the same traffic
characteristics. The throughput gain will become significant in the case
that some of the WSs have much higher data rates than others or the mean
data rate of the traffic loads varies during the communication. In this case,
some WSs may have a lot of PDUs to send and some may not. The channel
utilization will be improved to allow the WSs having heavy load to increase
the bandwidth of an established RCC if there are free channels.

The impact of DCA parameter set on the mean delay performance is shown
in Figure 6.14(b). We can see that DCA improves the mean delay perfor-
mance before the network is saturated. With a smaller DCA parameter set
(N4, N3, N2, N1) the delay performance is better with a low traffic load.
This is because with a a smaller DCA parameter set a free TCH can be re-
served more quickly and the bandwidth of the reserved ABR RCC decreases
more slowly. However, with a high traffic load, the delay performance with
a larger DCA parameter set is better. This is because at the high load
the number of free TCHs is reduced. A smaller DCA parameter set causes
more signaling traffic that results in a larger PDU delay. At the network
saturation condition, DCA cannot improve the delay performance any more.

The delay performance using the DCA algorithm with various traffic loads
can also be seen from the CDF shown in Figure 6.15 and 6.16. With the
DCA parameter set (0, 5, 10, 15) a better delay performance is achieved with
a traffic load lower than 43%. With the increase of the traffic load to 0.66
a larger parameter set (5, 10, 15 20) results in a better delay performance
than with DCA parameter set (0, 5, 10, 15). With a traffic load of 81%
where the network approaches the saturation, the DCA parameter set (10,
15, 20, 25) produces the best delay performance. This means that with a
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Figure 6.15: Impact of DCA parameter set on the delay distribution

high traffic load a larger DCA parameter set is preferred. After the network
is saturated, DCA has almost no impact on the delay performance.

The maximum bandwidth that can be reserved by an ABR RCC is limited
by the DCA parameter R at the high network load situation to share the
channel resource fairly among the WSs. If the network is highly loaded,
WSs that reserve more than R TCHs must reduce the number of reserved
TCHs to R. This is to avoid that the channel resource is used by a few
WSs that have a huge amount of traffic, whilst other WSs have no chance
to reserve a TCH. Figure 6.17 shows the impact of the DCA parameter R
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on the traffic performance. We see in Figure 6.17(a) that R has almost no
effect on the maximum channel utilization. This is because the limitation
of the bandwidth of the ABR RCC is valid only at a high load situation.
In this case, the TCHs freed by an ABR RCC will always be used by other
WSs so that the maximum throughput is not affected. The mean delay
is slightly impacted by the DCA parameter R at a moderate to high load
situation. With R = 1 the probability that a WS has to release a TCH
increases. This results in a moderate increase of the mean delay. But R=2
appears enough for this traffic scenario as the mean delay does not change
any more with a further increase of the parameter R. The parameter R has
almost no impact on the traffic performance with a low traffic load as there
are so many free TCHs that the bandwidth of an RCC is not limited by the
parameter R. It is an encouraging feature of DCA that the fairness of the
MAC protocol can be achieved without a significant impact on the traffic
performance.

6.2.2.3 Impact of the Mean Length of PDU Trains

Figure 6.18(a) shows the impact of the mean length of PDU trains on the
traffic performance. Unlike the analytical results in Section 6.1.2.5 the
throughput is not impacted by the mean length of PDU trains. No bot-
tleneck effect of the ACH appears in this situation. This is because we have
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increased the traffic load by reducing the interarrival time of PDU trains.
At a high traffic load, the next PDU train at the same source WS may arrive
before the previous PDU train is sent. The PDU train can then be served
directly without a preceding signaling. The bottleneck of ACH would be
visible seriously with a small mean length of PDU trains if the traffic load
would have been increased by increasing of the number of active WSs.

The impact of the mean length of PDU trains on the mean PDU delay is
shown in Figure 6.18(b). A larger mean length of PDU trains results in a
larger mean delay. However, the impact of the mean length of PDU trains
on the delay performance is reduced using DCA. We see in Figure 6.18(a)
that the mean delay with a mean length of PDU trains of 40 differs from
that with a mean length of PDU trains of 10 by about 5 ms. If no DCA is
used, the difference should be 30 x 0.72 = 21.6 ms.

6.2.2.4 Impact of Channel Errors

Figure 6.19 shows the impact of channel errors on the traffic performance.
The maximum channel utilization and mean delay performance becomes
a little worse with a channel error of 5% and 10%, respectively. This is
because some channel resources are used to retransmit the erroneous PDUs.
From the traffic performance in Figure 6.19 we can conclude that the error
control technology realized by E-Signals is efficient and stable since the
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Figure 6.19: Impact of channel errors

impact of transmit errors on the traffic performance is very limited even
under a channel error rate of 10%.

6.2.3 QoS Guarantee for rt-VBR Services

One of the unique features of W-CHAMB networks is its ability to guarantee
QoS for rt-VBR services in a self-organizing multihop network. As rt-VBR
services are delay sensitive, rt-VBR PDUs must be delivered promptly. An
rt-VBR PDU is useless and can be discarded if its delay exceeds a maximum
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value. QoS guarantee for rt-VBR services means to ensure that the end-to-
end rt-VBR PDU delay does not exceed a predefined maximum value. To
study the QoS supported by W-CHAMB networks, the 5x5 grid network
shown in Figure 6.11 is investigated. The number of active WSs varies to
achieve the different traffic loads. All active WSs are loaded with rt-VBR
traffic. We use the autoregressive model specified in Section 5.5.1 with a
mean length of PDU trains of 30. The interarrival time of rt-VBR PDU
trains is 41.67 ms modeling a video codec producing 24 pictures per second.

6.2.3.1 Impact of the rt-VBR RCC Scheduling Algorithm

Before an rt-VBR PDU train can be delivered, an rt-VBR RCC must be
established. The bandwidth of the rt-VBR RCC is scheduled by the LLC
entity, see Section 4.4.2.1. In the scheduling algorithm, the bandwidth of the
required rt-VBR RCC is decided according to the parameter called trans-
mission duration T, together with the PDU train length. If the parameter
T, is set smaller, the PDU train will be delivered in a shorter duration. But
a smaller Ty increases the bandwidth requirement for the rt-VBR RCC.
If the network is highly loaded, it will be difficult for a WS to establish
an RCC with a large bandwidth requirement. Thus, the access delay will
increase accordingly. Figures 6.20 and 6.21 show the CDF of the rt-VBR
PDU delay with T; = 5ms, 10ms, 15ms and 20ms. With T; = 5ms, the
best delay performance is achieved at a low load (0.25). With the increase
of the traffic load, a much better performance is achieved using T;; = 10ms.
With T; = 10ms, the maximum PDU delay is still controlled to be below
30 ms for 99.9% of all PDUs with 63% traffic load. Figure 6.21 indicates
that a further increase of the parameter T,; degrades the traffic performance.
Ty = 10ms seems to be the optimized value in this case. The results indi-
cate that the traffic load of rt-VBR traffic must be controlled to guarantee
QoS for rt-VBR traffic. Usually, the real time traffic load should not exceed
50% in a fully connected W-CHAMB network. Here, the traffic load refers
to the ratio of the number of generated PDUs to the number of channel
slots that can deliver one PDU each.

To study the rt-VBR traffic performance in a multihop network a network
with connectivity ¢ = 0.34 is investigated. In this case, multihop connections
are established for a WS that cannot reach its destination directly. Figures
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6.22 and 6.23 show that the impact of the parameter Ty on the rt-VBR
traffic performance in the multihop network is similar to that in the one
hop network. The best suited value of the parameter Ty is also 10 ms. Due
to the multihop transmission of PDU trains the maximum traffic load must
be reduced in a multihop network in comparison with the one-hop case to
guarantee the required QoS for the rt-VBR services. For a network with c
= 0.34, the traffic load of rt-VBR services should not exceed 40 %.
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6.2.3.2 Impact of the Mean Length of PDU Trains

The Figures 6.24 and 6.25 show the impact of the mean length of PDU
trains (L) on the QoS of the rt-VBR traffic. We can see that as long as
the traffic does not exceed 50 %, the QoS of the rt-VBR traffic can be
guaranteed since only 0.1% of the PDUs exceed a delay of 15 ms in Figure
6.24(a). With a traffic load lower than 50%, traffic with short PDU trains
(L= 10) has the best delay performance as the transmission time of a short
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PDU train decreases. Since the delivery of a longer PDU train needs an
RCC with more bandwidth that is difficult to be allocated with the DCA
algorithm, the access delay increases accordingly. At the high traffic load
(0.63) condition, the traffic performance with L = 20 is better than that with
L = 10 due to the bottleneck at the ACH with L = 10. As the maximum
delay is well controlled, the traffic performance meets the requirements of
real time services.
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6.2.3.3 Impact of ABR Traffic on the QoS of rt-VBR Services

The rt-traffic performance with a mixed traffic load is studied with the
5x5 grid network with ¢ = 1.0 and 0.34. 8 WSs (5 WSs) generate rt-VBR
connections with ¢ = 1.0 (0.34). The other stations are loaded with ABR
traffic. The ABR traffic load is increased by adjusting the interarrival time
of ABR PDU trains.

The real time traffic performance under mixed traffic load is displayed in
the Figures 6.26, 6.27 and 6.28. The total traffic load is the ratio of the
number of generated PDUs including ABR PDUs and rt-VBR PDUs to the
number of simulated channel slots including ACHs.

As rt-VBR traffic is given a higher priority than ABR traffic, all rt-VBR
PDUs are served without dropping. The increase of ABR traffic does not
affect the throughput of the rt-VBR services. Figure 6.26 shows that the
throughput of ABR traffic does not increase further with a traffic load higher
than 0.85 and 0.50 with connectivity of 1.0 and 0.34, respectively. The
maximum throughput of ABR traffic with ¢ = 1.0 is much higher than
that with ¢=0.34 as multihop transmissions are necessary for end-to-end
connections with ¢ = 0.34. After the network is saturated, the throughput
of ABR traffic reduces a little with a further increase of the traffic load with
c= 0.34, whereas the throughput of ABR traffic with c=1.0 keeps constant.
The reason is that some PDUs are blocked in the intermediate WSs and are
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not able to reach the destination with c= 0.34 after the network is heavy
loaded. With ¢ = 1.0 the network is fully connected and no intermediate
WSs exist for end-to-end connections.

The CDF of rt-VBR traffic is displayed in Figure 6.27. The delay of the
rt-VBR traffic is under control even at the heavy saturation condition. The
delay of rt-VBR PDU with ¢=0.34 is a little higher than that with ¢ =
1.0 due to multihop transmissions of PDU trains. But the QoS of rt-VBR
traffic is guaranteed in the both cases. The difference between the delay of
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rt-VBR PDUs without ABR traffic load and with a high ABR traffic load
is not significant. The high ABR load increases the delay of the rt-VBR
PDUs about several milliseconds that are necessary for a WS to interrupt
an ABR transmission in favor of an rt-VBR PDU train in the case that
no free channels are available at the arrival of an rt-VBR PDU train. A
comparison of the Figures 6.27(a) and 6.27(b) reveals that with ¢ = 1.0 a
WS can more effectively interrupt an ABR transmission than with ¢=0.34.
The delay of rt-VBR PDUs with a load of 0.85 is almost the same as that
with a load of 1.44 if ¢=1.0, whilst the delay of rt-VBR PDUs increases
further with the increasing traffic load when ¢=0.34. The reason is that a
WS is not able to interrupt an ABR transmission that is more than one
hop away. If a WS can find neither a free TCH for an rt-VBR PDU train
nor a TCH reserved for ABR traffic, it must ask its partner WS to release
a TCH.

The performance gain of the rt-VBR traffic is on the cost of the delay per-
formance of ABR traffic. The delay performance of ABR traffic is displayed
in Figure 6.28. With the increase of the traffic load the delay of ABR
PDUs increases significantly with both connectivities, c=1.0 and c¢=0.34.
Fortunately ABR services are delay insensitive. The ABR delay perfor-
mance is acceptable before the network is saturated. After the network is
saturated, the delay of ABR traffic increases greatly. For this reason the
network should avoid operation at a heavy saturation. This can be achieved
by a flow control mechanism for the ABR traffic as applied with the TCP
protocol of the Internet.

6.2.4 E-signal Concept in Comparison with TDD Operation

The TDD (Time Division Duplex) operation of a TCH has been proposed
for W-CHAMB networks to achieve bidirectional RCCs in [79]. With the
TDD operation mode a TCH is used alternatively by the two communicat-
ing partners to protect the reserved TCH from the interference of hidden
stations and to send an acknowledgment for the previous received PDU. If
one of the communicating partners has no PDU to send, the RCC is not re-
leased and dummy PDUs must be sent to keep the RCC established. TDD
operation suffers from this inefficiency especially with bursty traffic sources.
Even with a bidirectional symmetric connection, the traffic performance
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degrades because the traffic sources of two communicating partners do not
have the same active period at the same time. The problem becomes worse
for asymmetric traffic sources that are typical with Internet and Multimedia
applications.

To solve this problem the E-signal concept has been developed in this thesis
instead of the TDD operation to solve the hidden station problem and to
achieve a fast acknowledgment. The E-signal concept makes it possible
for a WS to reserve a TCH in one direction only. If one of the traffic
sources of a bidirectional connection becomes inactive, the respective RCC
can be released immediately. This achieves an efficient utilization of the
scarce channel resources. Two RCCs may be established independently for
a bidirectional connection.

To compare the traffic performance using the E-signal concept and TDD
operation mode a network with ¢ = 1.0 is investigated. The number of
active WSs varies to model the various traffic loads. All WSs have the same
traffic load. For the symmetric traffic simulations bidirectional connections
are established with symmetric traffic loads. To simulate the network with
asymmetric traffic loads, one of the communicating partners being a traffic
sink does not generate traffic.

Figures 6.29, 6.30 and 6.31 show the comparison of traffic performance using
the E-signal concept and TDD operation mode. With symmetric ABR ser-
vices, the maximum throughput using E-signal and TDD operation is 0.85
and 0.87, respectively. Although the difference of the maximum throughput
is very small, the network using the TDD operation mode approaches sat-
uration much earlier than when using the E-signal concept. The network
under TDD operation mode is saturated with a traffic load of 0.80, and a
part of PDUs cannot be delivered if the traffic load increases further. The
superiority of the traffic performance using the E-Signal concept is much
more obvious with an asymmetric traffic load. With the asymmetric traffic,
the back channel is not used to deliver a PDU using TDD operation mode.
Figure 6.29 shows that the maximum throughput with asymmetric traffic
loads is 0.45 and 0.87 using TDD operation mode and E-signal concept, re-
spectively. About 100% performance gain is achieved using E-signal concept
in comparison with the TDD operation mode.

Using the E-signal concept, the difference of the traffic performance with
asymmetric traffic from that with symmetric traffic is negligible. Using



6.2. Computer Simulation 123

1 1

oor 1 09 I

08| 1 osf P —
S o7f 4 N o7F 4
£ s
2 osf 15 osf E
2 5
£ osf 10 osfF 4

04 B 04 /— B

03 q 03 q

D
02 s s s s s | E-signl---- 02 s s s s s | E-signl----
“0.2 03 0. 0.5 06 0.7 08 0.9 1 “0.2 03 0.4 0.5 0.6 0. 08 0.9 1
Traffic load Verkehrslast
(a) Symmetric load (b) Asymmetric load
Figure 6.29: Throughput
1E T 3 1E 3

) 0.1p El z 01g El
g F E- E
o C ] C ]
= r 1 r T
i=4 r 1 € r b
g g
= 0.012 - 32 0.012 ————————————— E

0001 s s s s s | E-signgl-- 0001 s s s s s | E-signgl-—

02 0.3 0.4 05 0.6 0.7 08 0.9 02 0.3 0.4 05 0.6 0.7 08 0.9 1
Traffic load Traffic load
(a) Symmetric load (b) Asymmetric load

Figure 6.30: Mean delay

the TDD mode, the much higher maximum throughput is achieved with
symmetric traffic than with asymmetric traffic. With symmetric traffic, the
increase of the traffic load increases the probability the back channel will be
used by the communicating partners to deliver a data PDU. This is because
that a PDU train has to wait for a long time to be delivered at a high traffic
load. The next PDU train may arrive before the previous PDU train is
delivered. Two active WSs may have PDUs to deliver at the same time and
the back channel can be used to deliver a PDU. But the delay performance
degrades with the increase of the traffic load quickly.
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Figure 6.30 shows that at a traffic load of 0.70, the mean delay under TDD
operation mode is 10 times higher than using the E-signal concept. The
maximum throughput improvement when using the TDD operation mode
is on the cost of delay performance. rt-VBR PDU trains must be delivered
promptly as an rt-VBR PDU must be dropped if its delay exceeds the pre-
defined maximum value. The maximum delay value used in this simulation
is 1500 slots (67.5ms). As an rt-VBR PDU cannot be queued for a long
time, the blocking probability using the TDD operation mode is very high
even with symmetric traffic. Figure 6.31 shows that the blocking proba-
bility with symmetric traffic is larger than 0.01 with a traffic load of 0.55
and 0.85 using the TDD mode and the E-signal concept, respectively. With
an asymmetric traffic, TDD operation can support rt-VBR traffic only at
a very low traffic load. With a small traffic load of 0.35, the rt-VBR PDU
blocking probability is already larger than 0.01. The PDU blocking prob-
ability using the E-signal concept is almost the same with both symmetric
and asymmetric traffic.

The simulation results reveal that the traffic performance using the E-signal
concept is much better than that using TDD operation with symmetric and
asymmetric traffic. The superiority of the traffic performance using the
E-signal concept in comparison with that using TDD Operation becomes
especially significant with asymmetric traffic loads.
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6.2.5 Traffic Performance with Various OFDM Schemes

W-CHAMB networks use various OFDM schemes to realize various trans-
mission rates. In this section the traffic performance with various OFDM
schemes is compared for a 5 x 5 grid network using the Ethernet trace file as
traffic sources. Each Ethernet packet is segmented into a W-CHAMB PDU
train. To compare the traffic performance using various OFDM schemes,
the relative throughput that is the ratio of the actually achieved data rate
to the channel transmission rate is used.

6.2.5.1 Traffic Performance with Various Transmission Rates

In one time slot of the W-CHAMB MAC frame a data PDU with 9 OFDM
symbols can be transported. 9 OFDM symbols correspond to a PDU length
of 27 byte, 108 byte and 243 byte with the transmission rates of 6 Mbit /s, 24
Mbit/s and 54 Mbit/s, respectively. As one time slot with the transmission
rate of 6 Mbit/s can transport a data packet of 27 bytes only, two slots
are combined to transport one W-CHAMB PDU of 54 bytes. Considering
a PDU header of 6 bytes, the payload of one data PDU is 48 bytes, 102
bytes and 237 bytes with a transmission rate of 6 Mbit/s, 24 Mbit/s and
54 Mbit /s, respectively. The respective theoretical maximum data rate is
4.27 Mbit/s, 18.13 Mbit/s and 42.13 Mbit/s with a transmission rate of 6
Mbit/s 24 Mbit/s and 54 Mbit/s, resulting in the maximum throughput of
0.71,0.75 and 0.78. It seems that, theoretically, a higher relative throughput
can be achieved using a higher transmission rate.

Figure 6.32(a) shows the traffic performance with a network connectivity of
1.0 using a transmission rate of 6 Mbit/s, 24 Mbit/s and 54 Mbit/s. The
respective maximum throughput is 0.60, 0.61 and 0.58 with a transmission
rate of 6 Mbit/s, 24 Mbit/s and 54 Mbit/s. The simulation results of the
maximum throughput are different from the theoretical maximum through-
put. The reason is that the mean length of PDU trains using a transmission
rate of 54 Mbit/s is much shorter than that using 6 Mbit/s and 24 Mbit/s
as a PDU train corresponds to an Ethernet packet. Traffic with short PDU
trains causes more contentions on the ACH resulting in a bottleneck there.
The bottleneck effect becomes worse with a reduced network connectivity.
Figure 6.33(a) and 6.34(a) show that with a smaller connectivity of 0.34
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Figure 6.32: Traffic performance at c=1.0

and 0.24, the throughput with a higher transmission rate is much lower
than that with a lower transmission rate.

Figure 6.32(b) shows the mean delay performance using various transmission
rates. Mean delay using a transmission rate of 6 Mbit/s is larger than that
using a transmission rate of 24 Mbit/s and 54 Mbit/s due to the larger
mean length of PDU trains at a lower transmission rate. Mean delay using
a transmission rate of 54 Mbit/s is higher than that using a transmission
rate of 24 Mbit/s with a moderate to high traffic load due to the increase
of the access delay with a transmission rate of 54 Mbit/s. The mean delay
performance degrades with a reduced network connectivity. Figure 6.34(b)
shows that the mean delay using 6 Mbit/s becomes better than using 24
Mbit/s and 54 Mbit/s with a connectivity of 0.24 with a traffic load larger
than 0.2. With a very low traffic load, the mean delay using 54 Mbit/s is
smaller because the mean length of PDU trains is very short using 54 Mbit /s,
whilst the mean delay using 24 Mbit /s and 6 Mbit /s cannot decrease further.

6.2.5.2 Traffic Performance with Various Connectivities

To study the impact of network connectivities on traffic performance, the
simulation results with various connectivities using the same transmission
rate are plotted. A desired network connectivity is achieved by adjusting
the transmission power of the wireless stations accordingly. Using a high
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transmission rate a higher transmission power is needed to achieve the same
network connectivity as using a low transmission rate.

Figure 6.35(a), 6.36(a) and 6.37(a) show the impact of the network connec-
tivity on the throughput using 6 Mbit/s, 24 Mbit/s and 54 Mbit/s. With
a connectivity of 1.0 the network has the best traffic performance. There,
the throughput is increased linearly with the traffic load until the network
becomes saturated at the traffic load of 0.60, 0.61 and 0.58 using 6 Mbit/s,
24 Mbit/s and 54 Mbit/s, respectively. The traffic performance is reduced
with a smaller connectivity. With a connectivity of 0.24, the network is satu-
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rated with a low traffic load of 0.35, 0.28 and 0.22 using 6 Mbit /s, 24 Mbit/s
and 54 Mbit/s, respectively. Figure 6.35(b), 6.36(b) and 6.37(b) show the
impact of the network connectivity on the mean delay using 6 Mbit/s, 24
Mbit/s and 54 Mbit/s. It can be seen that if the network is lightly loaded,
the mean delay increases slowly with increased traffic load. The mean de-
lay increases significantly if the network approaches saturation. Networks
with a connectivity of 1.0 have always the best mean delay performance in
comparison with networks with a smaller connectivity. The reason is that
with a small connectivity the system capacity is used up rapidly owing to
the multihop transmissions needed for multihop connections. The benefits
of frequency spatial reuse in multihop networks is adverse to that of cellular
networks that have many access points.

6.2.5.3 Traffic Performance using various OFDM schemes with the
same transmission power

The results in Section 6.2.5.1 and 6.2.5.2 show that the relative throughput
becomes lower with a higher transmission rate and/or a reduced connectiv-
ity. However, the throughput is a relative value that indicates the utilization
of the transmission rate. Although the relative throughput is higher using
a lower transmission rate, the usable bit rate of the channel that is more
important for an application maybe lower with a lower transmission rate.
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Figure 6.37: Traffic performance using 54 Mbit/s

Agsuming that all WSs use the same transmission power, it is interesting to
see the absolute throughput in terms of usable bit rate using various OFDM
schemes. As a higher C/I ratio is needed to decode a PDU using an OFDM
scheme with a higher transmission rate, the communication range of a WS
is reduced. This means that the network connectivity is reduced using an
OFDM scheme with a higher transmission rate if the transmit power is not
increased.

Figure 6.38(a) shows the throughput using various OFDM schemes with
the same transmission power. The network connectivity using a transmis-
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Figure 6.38: Traffic performance without link adaptation

sion rate of 6 Mbit/s, 12 Mbit/s, 24 Mbit/s, 36 Mbit/s and 54 Mbit/s is
0.81, 0.73, 0.34, 0.24 and 0.13. Although the network connectivity using 54
Mbit/s is only 0.13, the maximum throughput is about 11.5 Mbit /s, whilst
the maximum throughput using 6 Mbit/s is only 3.2 Mbit/s with a much
higher connectivity of 0.81. The maximum throughput using 12 Mbit/s, 24
Mbit/s and 36 Mbit/s is 6.5 Mbit/s, 9 Mbit/s and 10 Mbit/s, respectively.
The results indicate that the highest throughput can be achieved using 54
Mbit/s even though more hops are needed for an end-to-end connection.
Figure 6.38(b) shows the mean delay performance. The delay performance
using 54 Mbit /s is worse than that using 24 Mbit/s with a traffic load less
than 8 Mbit/s. The reason is that using higher transmission rate more hops
are necessary for an end-to-end connection. Multihop transmissions cause
a large delay. However, OFDM schemes with a very low transmission rate
is not recommended owing to its limited capacity. The traffic performance
using 6 Mbit /s and 12 Mbit /s is worse than that using other higher transmis-
sion rates in almost all cases. OFDM schemes with a transmission rate less
than 12 Mbit/s are not suited well for W-CHAMB networks. The OFDM
scheme with 24 Mbit/s seems to be best suited for W-CHAMB networks
with a low to moderate traffic load when using the modem standardized for
HiperLAN/2 and IEEE 802.11a. A higher transmission rate is useful if the
network is heavily loaded.
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6.2.5.4 Traffic Performance with Link Adaptation

To study whether the traffic performance becomes better if a WS can select
an OFDM scheme according to the actual signal strength and the C/I ratio,
we use the link adaptation (LA) algorithm specified as follows:

1. If the direct communication partner can be reached with an one-hop
connection using a transmission rate larger than or equal to the min-
imum allowed transmission rate, the WS uses the highest possible
transmission rate for the one-hop connection.

2. If the direct communication partner cannot be reached with an one-
hop connection using a transmission rate larger than or equal to the
minimum transmission rate, a multihop connection with n (n>1) hops
is established. The selected transmission rate must be larger than or
equal to the minimum transmission rate. n is selected as small as
possible. After n is decided, the transmission rate is selected as high
as possible based on the actual signal strength.

Figure 6.39 shows the traffic performance using link adaptation. In Fig-
ure 6.39(a) we can see that the traffic performance using a minimum of 24
Mbit/s with link adaptation is significantly better than that without link
adaptation. The minimum transmission rate should not be very low. The
network approaches saturation with a traffic load of 7.5 Mbit/s if the min-
imum transmission rate is 6 Mbit/s. The throughput can reach as high as
12.5 Mbit/s if the minimum transmission rate is 24 Mbit/s. This means
that the traffic performance with a one-hop connection using 6 Mbit/s is
worse than that with a multihop connection having a higher transmission
rate. Figure 6.39(b) shows the mean delay performance with link adapta-
tion. The mean delay is improved significantly using LA. The best delay
performance is achieved with the minimum transmission rate of 24 Mbit/s
using LA. If the minimum transmission rate is set to 6 Mbit/s, the mean
delay performance is worse than almost all other cases. The only exception
is that using 54 Mbit/s without LA at a low traffic load the mean delay is
quite high due to the low network connectivity resulting in a multiple hops
of the connections.
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Figure 6.39: Traffic performance with link adaptation

6.2.6 Traffic Performance with Access Points

The difference of an access network with access points from an ad hoc net-
work without access points is that most of the traffic in the access network
is to/from the access point. To study the traffic performance with access
points, access scenarios with one AP and with 5 APs are studied. Each WS
in the network communicates with the nearest AP using up and download
ABR traffic connections. The traffic load is read from the Ethernet trace
file. Data rates are varied to model the various traffic loads.

6.2.6.1 Traffic Performance with one AP

Figure 6.40 shows the access scenario with one AP. A 9 x 9 grid network
is used. The access point is placed in the middle of the network. the
communication range is varied from 1.42d to 5.7d to model the different
network connectivity. d is the distance between two neighbors. We use the
communication range instead of the connectivity defined in Section 6.2.1 as
all connections are between the AP and WSs in the access scenario. The
communication range is better suited to characterize the network in this
case. With a small communication range, multihop connections must be
established using the Minhop algorithm if the communication partner is
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Figure 6.40: Access scenario with one AP

not the direct neighbor. The OFDM scheme 16 QAM 1/2 is used in the
simulation giving a transmission rate of 24 Mbit/s.

The simulation results shown in Figure 6.41 indicate that a reduced com-
munication range (transmission power) degrades the traffic performance in
terms of throughput and mean delay in the access scenario with one AP.
With a communication range of 1.42d, 2.9d, 4.3d, and 5.7d, the maximum
throughput is 0.28, 0.35, 0.50 and 0.59. One reason for that is more trans-
mission hops needed for an end-to-end connection with a reduced commu-
nication range. The gain from the frequency spatial reuse in the network
cannot compensate the increase of traffic load due to the multihop trans-
mission. Another reason is the bottleneck at the AP. With a reduced trans-
mission power, the WSs at the edges of the network have more free channels
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with one AP

than necessary, whilst WSs in the center of the network have not enough
free channels to deliver PDUs.

6.2.6.2 Traffic Performance with Multiple APs

The solution to the bottleneck at the AP is to place more APs in the access
network, forming a cellular-like multihop ad hoc network. Figure 6.43 shows
an access scenario with 5 APs, each connecting to the fixed core network.
With a multiple APs scenario, traffic performance can be improved with
a reduced transmission range since the traffic load is most balanced now
throughout the networks.

Figure 6.43(a) shows that with a communication range of 1.42d, a maximum
throughput more than 1.0 can be achieved because of the spatial reuse of the
frequency channels. With a transmission range of 2.9d, all WSs can reach
the AP with an one-hop connection. The maximum throughput is only 0.65
in this case. The reason is that with a transmission range of 1.42d, the
bottleneck at the AP is significantly reduced as the interference of other
WSs decreases. The benefit of the frequency spatial reuse can be gained in
the access scenario with multiple APs. The mean delay performance with
a transmission range of 1.42d is also much better than with a transmission
range of 2.9d with a moderate to high traffic load, see Figure 6.43(b). Only
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with a very low traffic load, the mean delay with a transmission range of
1.42d is a little worse than that with a transmission range of 2.9d due to
multihop transmissions



CHAPTER 7

Comparison: HiperLAN/2, IEEE 802.11a and
W-CHAMB

n this Chapter the multihop traffic performance of HiperLAN/2, IEEE

802.11a and W-CHAMB with various scenarios is intensively studied and
compared using the stochastic simulation tool where the protocols of Hiper-
LAN/2 and IEEE 802.11a are also implemented based on the SDL specifi-
cation [57, 120]. Scenarios of one-hop, two-hop and multihop with/without
AP are used to compare the system behaviors of W-CHAMB, TEEE 802.11a
and HiperLAN/2. Efficiency, QoS and multihop capability are the three
main considerations to evaluate the systems. Supporting real time services
in a self-organizing multihop ad hoc networking environment is one of the
essential features of the next generation wireless communications.

7.1 One-hop Scenario

Figure 7.1 shows a one hop scenario for a fully connected wireless LAN. It
consists of an AP serving a video stream download (MPEG) and a duplex
voice connection (N-ISDN), and eight terminals exchanging Ethernet pack-
ets with their direct neighbor Mobile Terminals (MTs) in a circular way.
The data rate of the video traffic has been set to 5 Mb/s whereas the mean
data rate of the LAN traffic has been varied to model different loads. Traffic
loads of MPEG and Ethernet are read from trace files [57, 120].

In the simulation, the transmission rate of HiperLAN/2 is set to 27 Mb/s.
The transmission rate of IEEE 802.11a is 24 Mb/s. The PCF of IEEE
802.11 with Contention Free Repetition Interval of 10 ms is used to serve
the N-ISDN and MPEG services that have priority over the Ethernet service.
The transmission rate of W-CHAMB is also 24 Mb/s. Figure 7.2(a) shows
the relative throughput of the different traffic flows under no bit errors
where the load of the Ethernet service has been varied. In all systems
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Figure 7.1: One hop scenario

the prioritized services N-ISDN and MPEG are served well under all load
conditions, whereas the throughput for Ethernet is different. HiperLAN/2
has the highest throughput for the Ethernet service. The throughput of W-
CHAMB for the Ethernet service is a little lower than that of HiperLAN /2,
but significantly higher than that of IEEE 802.11a.

The complementary distribution function (CDF) of the packet delay at a
high load condition is shown in Figure 7.2(b). Although W-CHAMB has
neither a central controller as is used in HiperLAN /2 nor a point coordinator
as used in IEEE 802.11a, the packet delay of N-ISDN is bounded to 6 ms
and the delay of MPEG is limited to 13 ms with a total traffic load of 0.75,
which meets the requirements of high performance video. In this one hop
scenario, H/2 has the the best traffic performance for all services.

7.2 Two-hop Scenario

Figure 7.3 shows a two hop scenario with a central access point to a fixed
network. Some MTs are placed out of the coverage range of the AP to
act as RMTs. The end-to-end user connections (i.e. connections between
AP and RMT) are loaded with Poisson traffic. 'We use this scenario to
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compare maximum throughput performance of IEEE 802.11a, HiperLAN /2
with FMT and W-CHAMB.

In Figure 7.4 the maximum system end-to-end throughput of the three
systems under transmission rates of 18 Mb/s, 36 Mb/s and 54 Mb/s is
shown. The packet size with W-CHAMB is 9 OFDM symbols, equivalent
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to 81 byte, 162 byte and 243 byte under transmission rates of 18 Mb/s, 36
Mb/s and 54 Mb/s, respectively. The respective packet sizes with IEEE
802.11a are 115 byte, 196 byte and 277 byte, each including a 34 byte
packet header. The packet size with HiperLAN/2 is standardized as 54
byte including 6 byte packet header under all transmission rates. From
Figure 7.4 we see that the throughput of IEEE 802.11a is very low due to
short packet size and two hop transmission. For HiperLAN/2 with FMT,
an increase of the number of FMTs that are serving one RMT strongly
decreases the capacity available for AP-to-RMT connections as more and
more capacity is needed for the overhead introduced by the sub frames of the
FMTs. In contrast to HiperLAN /2 with FMT, an increase of the number of
FMTs increases the maximum throughput slightly because of the frequency
spatial reuse of the decentralized MAC protocol of W-CHAMB.

7.3 Multihop Scenario

To study the traffic performance in a multihop scenario WLAN, a 5x5 square
grid network with/without an AP is studied, see Figure 7.5. A desired net-
work connectivity is achieved by adjusting the transmit power of the wire-
less stations (WSs) accordingly. Different from the access scenario in Figure
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7.5(b), no access to a fixed network is considered at the ad hoc scenario in
Figure 7.5(a). The Min-hop routing algorithm is used to establish a multi-
hop connection. Since HiperLAN/2 cannot support multihop connections,
it has not been included into the comparison.

7.3.1 QoS Guarantee

The unique feature of W-CHAMB is QoS guarantee for real time traffic
services in a multihop network without any central control. This feature
makes it best suited to be applied as a self-organizing wireless broadband
multihop network. To evaluate the grade of the QoS support for real time
traffic services, we study the network shown in Figure 7.5 at a connectivity
of 0.34. For the ad hoc scenario in Figure 7.5(a), five stations are loaded
with real time (rt)-VBR traffic. All other WS have one ABR connection
each. Each WS randomly selects another station as its traffic sink. For the
access scenario with AP in Figure 7.5(b), there are 25 end-to-end virtual
connections (VCs) in total that are established permanently during the
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simulation. Five rt-VBR end-to-end connections between the AP and 5 WSs
are established to model the download real time video stream. Another 10
WSs receive ABR traffic from the AP, resulting in 10 download ABR end-
to-end connections. 5 upload ABR end-to-end connections are established
to transport ABR traffic from five WSs to the AP. There are five WSs that
randomly select another WS as ABR traffic sink, resulting in 5 direct link
end-to-end connections. For both scenarios, Figure 7.5(a) and Figure 7.5(b),
the resulting mean of the five rt-VBR end-to-end connections is 1.6 hops,
while the resulting mean of all ABR end-to-end connections is 1.9 hops.
The packet size of rt-VBR traffic is modeled by an autoregressive Markovian
process, with a mean of 3060 bytes and a maximum of 6120 bytes, yielding
a burstiness factor of 2. The rt-VBR traffic source produces 24 packets per
second. The packet size of ABR traffic is read from an Ethernet trace file
(see Figure 5.10(a)). The interarrival time of Ethernet packets read from
the trace file has been varied to model different loads.

Figure 7.6 shows that for both scenarios in Figure 7.5, the prioritized rt-
VBR service is served with the same throughput under all load conditions
with W-CHAMB, whereas the throughput of rt-VBR traffic decreases with
an increasing traffic load with IEEE 802.11a since a rt-VBR packet has
been dropped there if its delay exceeds 30 ms. With the ad hoc scenario in
Figure 7.5(a), the maximum throughput of the ABR service is 0.25 and 0.21
with W-CHAMB and IEEE 802.11a, respectively. At a heavy saturation
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(0.4), the ABR throughput of W-CHAMB decreases a little due to the
interruptions in favor of rt-VBR traffic.

Different from the ad hoc scenario in Figure 7.5(a), there are 5 rt-VBR
VCs and 15 ABR VCs in the same AP at the access scenario in Figure
7.5(b) making it the highest loaded station. The maximum throughput of
ABR traffic is 0.21 and 0.17 in Figure 7.6(b) instead of 0.25 and 0.21 in
Figure 7.6(a) with W-CHAMB and IEEE 802.11a, respectively, due to the
bottleneck at the AP. With the access scenario the maximum throughput
of the ABR service is 0.21 with W-CHAMB at the total traffic load of 0.33,
including rt-VBR traffic (0.12). After that, the network is saturated and
the throughput of the ABR service decreases a little since ABR RCCs are
frequently interrupted and resumed later to free a channel for rt-VBR traffic
at a saturation condition. IEEE 802.11a, however, approaches saturation at
a lower traffic load (0.26). After that, the throughput of the ABR service
with IEEE 802.11a increases a little as many rt-VBR packets are discarded
freeing capacity to carry more ABR packets. The throughput of the rt-
VBR service with IEEE 802.11a does not decrease further, as visible from
Figure 7.6(a), after the load of 0.31 since a WS or the AP transports rt-VBR
packets with preference over ABR packets if both rt-VBR packets and ABR
packets exist in the same WS.

Figure 7.7 shows the CDF of the rt-VBR service with W-CHAMB and IEEE
802.11a under various traffic loads. The delay distribution of the rt-VBR
service with W-CHAMB is still under control even under a heavy overloaded
condition (0.5) for both scenarios in Figure 7.5. With an increasing traffic
load from 0.3 to 0.5, the packet delay of rt-VBR traffic increases several
milliseconds because the probability that a station cannot find a free chan-
nel for an rt-VBR PDU train at its arrival increases. Several milliseconds
are necessary to interrupt the transmission of an ABR PDU train to free a
channel for the rt-VBR traffic. IEEE 802.11a instead is not able to differ-
entiate rt-VBR and ABR traffic among WSs in the air interface. At a very
low traffic load condition, the rt-VBR service has a good delay performance.
But the delay performance degrades rapidly with an increasing traffic load.
With a moderate traffic load of 0.25, the delay performance of the rt-VBR
service is no longer acceptable.

Figure 7.6 and 7.7 reveal that IEEE 802.11a cannot support an rt-VBR
service in a multihop environment, whereas W-CHAMB is able to guarantee
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QoS even under a high traffic load for both scenarios, with and without an

AP.

Figure 7.8 shows the CDF of the ABR traffic. The delay distribution of the
ABR service significantly depends on the traffic load for both, W-CHAMB
and IEEE 802.11a. In comparison with the ad hoc scenario in Figure 7.5(a),
the access scenario in Figure 7.5(b) has a worse delay performance for both,
ABR and rt-VBR services, due to the bottleneck effect at the AP.
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7.3.2 Efficiency

7.3.2.1 Comparison of the Traffic Performance with Various Connec-
tivities and Transmission Rates

To compare the traffic performance of W-CHAMB and IEEE 802.11a in a
multihop environment with various network connectivities and transmission
rates at the ad hoc scenario in Figure 7.5(a), realistic packet sizes read from
an Ethernet trace file are used for the traffic load. Figure 7.9, 7.10 and 7.11
show the traffic performance with the transmission rates of 6 Mbit/s, 24
Mbit/s and 54 Mbit/s with a network connectivity of 0.24, 0.34 and 1.0,
respectively. For both systems, W-CHAMB and IEEE 802.11a, the smaller
the network connectivity is, the lower is the throughput. This is because at
a smaller network connectivity more hops are needed to establish an end-
to-end connection. The system capacity is used up rapidly owing to the
multihop transmissions. The benefit of frequency spatial reuse in multihop
networks is adverse to that of cellular networks that only use one hop per
connection.

Figure 7.9 shows that with a transmission rate of 6 Mbit/s the traffic per-
formance with IEEE 802.11a is better than that with W-CHAMB with
a network connectivity of 1.0 and 0.34. The maximum throughput with
IEEE 802.11a and W-CHAMB is 4 Mbit/s and 3.5 Mbit/s with ¢ = 1.0.
The inefficiency of W-CHAMB in this case is caused by the segmentation
of the Ethernet packet to small W-CHAMB PDUs. With a smaller con-
nectivity of 0.34, the difference of the throughput with IEEE 802.11a and
W-CHAMB decreases. The respective maximum throughput is 2.6 Mbit/s
and 2.5 Mbit/s. With a further decrease of the network connectivity, the
efficiency of IEEE 802.11a decreases as it suffers from the hidden station
problem. With a connectivity of 0.24, the maximum throughput with W-
CHAMB is much better than with IEEE 802.11a. The respective maximum
throughput is 2 Mbit/s and 1.5 Mbit/s. From the results in Figure 7.9 we
can make a conclusion that IEEE 802.11a is suited with a low transmission
rate as well as a high network connectivity. Two reasons can explain the
results. One is that the protocol overhead of IEEE 802.11a caused by inter
frame space and back off is relatively low with a low transmission rate. The
other reason is that CSMA /CA of IEEE 802.11a functions well without the
existence of hidden stations. The efficiency of IEEE 802.11a decreases with
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a high transmission rate as the inter frame space and back off time cause
a significant protocol overhead. The conclusion is confirmed by the results
shown in Figure 7.10 and 7.11. The superiority of the traffic performance of
W-CHAMB is very significant for all connectivities with a transmission rate
of 24 Mb/s and 54 Mbit/s. With a transmission rate of 24 Mbit /s, the max-
imum throughput with W-CHAMB and with IEEE 802.11a is 14.2 Mbit/s
and 11 Mbit/s with ¢ = 1.0, 9 Mbit/s and 7 Mbit/s with ¢=0.34, and 7.2
Mbit/s and 5 Mbit /s with c= 0.24, respectively. With a transmission rate of
54 Mbit/s, the traffic performance with IEEE 802.11a becomes worse. The
respective maximum throughput with TEEE 802.11a is only 12.5 Mbit/s,
8Mbit/s and 6 Mbit/s, whilst the maximum throughput with W-CHAMB
is 30 Mb/s, 17.5 Mbit/s and 12.5 Mbit/s with a connectivity ¢ = 1.0, 0.34
and 0.24.

Figures 7.9(b), 7.10(b) and 7.11(b) compare the mean delay performance
for the ad hoc scenario shown in Figure 7.5(a). The impact of the net-
work connectivity on the mean delay performance can be seen in Figures
7.9(b), 7.10(b) and 7.11(b). With a larger network connectivity, a better
delay performance can be achieved. We can see that IEEE 802.11a has a
better overall mean delay performance than W-CHAMB as long as it is
not saturated. The reason is that IEEE 802.11a can transmit a packet as
large as 2304 bytes, whereas W-CHAMB has to segment large packets into
102 byte fragments with the transmission rate of 24 Mbit/s. The fragments
are transmitted over a number of W-CHAMB MAC frames as a PDU train.
But IEEE 802.11a goes into saturation with a much lower traffic load than
W-CHAMB can carry. It is worth mentioning that IEEE 802.11a is not
able to differentiate between service classes and the mean delay of all ser-
vice classes together is a too rough measure to characterize a system.

7.3.2.2 Comparison of Traffic Performance with Various OFDM Schemes
using the Same Transmission Power

To compare the traffic performance with various OFDM schemes using the
same transmission power, the same simulation scenarios used in Section
6.2.5.3 are used for IEEE 802.11a and W-CHAMB.

Figure 7.12 plots the throughput results of both systems. All WSs use the
same transmission power and the same transmission rate. As a high C/I
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ratio and a high signal strength are needed to decode a PDU with a high
transmission rate, the network connectivity decreases with the increase of
the transmission rate. From Figure 7.12 we can see that IEEE 802.11a is
extremely inefficient with a high transmission rate due to the small con-
nectivity. On the contrary to W-CHAMB, the maximum throughput with
IEEE 802.11a with a transmission rate of 54 Mbit/s is lower than that with
a transmission rate of 36 Mbit/s, and the maximum throughput with a
transmission rate of 36 Mbit/s is lower than that with a transmission rate
of 24 Mbit/s due to the reduced network connectivities. The maximum
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Figure 7.11: Traffic performance with 54 Mb/s

throughput with IEEE 802.11a at a transmission rate of 24 Mbit/s is the
highest (6.5 Mbit/s). From Figure 7.12 we conclude that the maximum
throughput (6.5 Mbit/s) with IEEE 802.11a is about 80% less than that
with W-CHAMB (11.5 Mbit/s). The mean delay performance is shown in
Figure 7.13. IEEE 802.11a has better mean delay performance with a trans-
mission rate of 12 Mbit/s and 36 Mbit/s than that with other transmission
rates before the network is saturated. The high network connectivity with a
transmission rate of 12 Mb/s is the reason of the low mean delay in this case.
The mean delay with 36 Mbit/s is better than that with 24 Mbit/s before
the network is saturated as the higher channel capacity is available with a
transmission rate of 36 Mbit/s. From the mean delay performance we can
also see that IEEE 802.11a with 24 Mbit/s is saturated a little later than
with other transmission rates. With a transmission rate of 6 Mbit/s,the
traffic performance is worst due to its low channel capacity although the
network connectivity is very high in this case. The results indicate that
with a low transmission rate the absolute channel capacity is not enough for
the broadband application. In comparison with W-CHAMB, IEEE 802.11a
has a better delay performance than W-CHAMB at a low traffic load. The
reason is just the same as indicated in Section 7.3.2.1. Again it has to be
noted that the overall mean delay might be misleading if different service
classes with different QoS requirements have to be supported. W-CHAMB
has been shown to be substantially superior then to IEEE 802.11a regarding
to the QoS provision.
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Figure 7.13: Mean delay with various OFDM schemes
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Figure 7.14: Throughput with link adaptation

7.3.2.3 Comparison of the Traffic Performance with Link Adaptation

The traffic performance using the same link adaptation algorithm and sce-
nario as described in Section 6.2.5.4 is shown in Figure 7.14 and 7.15. IEEE
802.11a using link adaptation achieves the best traffic performance with a
minimum transmission rate of 12 Mbit/s, whilst W-CHAMB has the best
performance with a minimum transmission rate of 24 Mbit/s. The superi-
ority of traffic performance achieved with W-CHAMB over IEEE 802.11a
is very significant. The maximum throughput with W-CHAMB is 12.5
Mbit/s, much higher than that with IEEE 802.11a (8 Mbit/s). This means
that W-CHAMB can deliver 56 % more traffic than IEEE 802.11a with the
same traffic load and network topologies after a link adaptation algorithm
is used.

From Figure 7.14 and 7.15 we can see that a performance improvement, is
achieved using link adaptation for both systems. The maximum throughput
with IEEE 802.11a and W-CHAMB can be improved about 24 % and 9 %,
respectively. The mean delay performance is also improved accordingly.
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Figure 7.15: Mean delay with link adaptation

7.4 Access Scenario

The access scenarios described in Section 6.2.6 are studied in this section
to compare the traffic performance of W-CHAMB and IEEE 802.11a. The
traffic performance with one-AP and multiple APs for both systems, IEEE
802.11a and W-CHAMB, is compared in Figure 7.16 and 7.17. With both
systems, the smaller transmit/receive range results in a worse traffic per-
formance in the one-AP case, whilst a reduced transmit/receive range can
improve the traffic performance in the multiple APs case due to the more
balanced load distribution in the network. In comparison with W-CHAMB,
the maximum throughput with IEEE 802.11a is much lower in all cases. In
the one-AP scenario with R = 1.42d, 2.9d, 4.3d and 5.7d, the respective
maximum throughput with W-CHAMB is 0.28, 0.35, 0.5 and 0.59, much
higher than that with IEEE 802.11a (0.18, 0.28, 0.36 and 0.42). In the
multiple APs scenario with R = 1.42d, the maximum throughput with W-
CHAMB is 1.05, about 70% more than that with IEEE 802.11a (0.65). The
mean delay with TEEE 802.11a is lower than that with W-CHAMB at the
low traffic load. The reason is the same as explained before.
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Figure 7.17: Impact of the network connectivity on the traffic performance with
multiple APs

7.5 Summary

The traffic performance with HiperLAN/2, IEEE 802.11a and W-CHAMB
has been compared under various network scenarios. HiperLAN/2 with its
central control has the best traffic performance in a fully connected small
network. But HiperLAN/2 appears not to be suited for a self-organizing
multihop network.
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DCF of IEEE 802.11a is a decentralized MAC protocol that supports multi-
hop transmission. However, simulation results reveal that DCF is inefficient
for packets with short to medium size. Moreover, DCF has no means to
guarantee QoS for real-time services in a multihop network where PCF is
not applicable.

W-CHAMB with its channel-oriented MAC protocol is able to guarantee
QoS for rt-VBR services in a self-organizing multihop network. In addition,
with realistic Ethernet packet sizes, W-CHAMB achieves much higher effi-
ciency than IEEE 802.11a. W-CHAMB can deliver 50 % more traffic than
IEEE 802.11a in a multihop network. The W-CHAMB MAC protocol ap-
pears to be the best suited solution for self-organizing broadband multihop
networks.






CHAPTER 8

Conclusions and the future work

The thesis has focused on the protocol design and performance evaluation of
the W-CHAMB network air interface for self-organizing wireless broadband
multihop networks with QoS guarantee. W-CHAMB featuring broadband,
multimedia, multihop, self-organizing and QoS guarantee seems to be one of
the most promising solutions for the next generation wireless communication
networks.

Self-organizing broadband wireless networks operating at the 5 GHz license-
exempt frequency spectrum shall use OFDM schemes as its physical layer
to increase the robustness against frequency selective fading or narrow-band
interference. W-CHAMB uses the same OFDM schemes as IEEE 802.11a
and HiperLAN/2 to achieve a high transmission rates. The radio coverage is
extended by multihop transmission without the need to increase the trans-
mission power. In the multiple APs case, multihop transmission improves
the traffic performance thanks to the reduction of the interference power.

The responsibilities of organizing and controlling of W-CHAMB networks
are fully distributed among the wireless stations themselves. Distributed
control algorithms are of importance for the survivability, robustness, and
freedom from reliance on any single WS for network control. The channel-
oriented MAC protocol that is based on dynamic channel reservation re-
alizes statistical multiplexing of the bursty multimedia traffic with QoS
guarantee in a decentralized multihop network. E-signals are used to real-
ize distributed access priorities, to solve the hidden station problem and to
achieve a MAC level acknowledgment (ACK) for the fast ARQ scheme. A
channel occupation list with RSSI is maintained in each WS for the pur-
pose of dynamic channel reservation. By allowing stations to receive on the
TCH with Hidden status and to send on the TCH with Interfered status,
frequency spatial reuse can be increased in a self-organizing network.

The main contributions of this thesis include:
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1. Design of new protocols and algorithms for self-organizing broadband
multihop networks with QoS guarantee. In comparison with the pre-
vious works [15, 79], this thesis emphasizes the following three aspects:

(a)

QoS guarantee for real time traffic services in self-organizing mul-
tihop networks. New protocols and algorithms that are used to
ensure the QoS of the real time traffic services in self-organizing
multihop networks include measurement-based Call Admission
Control (CAC) (Section 4.5.3) that is used to limit the real
time traffic on the call level, rt-VBR scheduling algorithm (Sec-
tion 4.4.2.1) that plans the needed bandwidth on the PDU train
level, the distributed prioritized access (DPA) algorithm (Section
4.3.2.4) and the ABR interruption procedures (Section 4.3.2.6)
that ensure the prompt reservation of rt-VBR RCC with the
scheduled bandwidth, and the fast ARQ scheme (Section 4.4.4)
that ensures the correct transport of the individual PDU.

Support of asymmetric multimedia broadband bursty traffic ser-
vices. Using E-signals to realize the MAC level ACK (Section
4.3.2.3) an RCC can be established for the PDU delivery in one
direction. This feature is much suited for the delivery of asym-
metric multimedia bursty traffic services (Section 4.3.2.3). About
100% performance gain is achieved using the E-signal concept in
comparison with a TDD operation mode. The mean delay us-
ing the TDD operation mode is 10 times higher than using the
E-signal concept.

Efficient utilization of the channel resources. Efficient utilization
of the scarce and expensive wireless channel resources is always
a very important issue in the design of wireless networks. The
author proposes the new COL (Section 4.3.2.2) to increase the
spatial reuse of the channel resources, the LA algorithm (Section
6.2.5.4) to increase the actual data rate and the Dynamic Chan-
nel Allocation (DCA) algorithm (Section 4.4.2.3) to dynamically
adjust the bandwidth of ABR RCC to achieve the MAC efficiency
as well as fairness. The W-CHAMB IRP (Section 4.5) reduces
the routing traffic significantly by avoiding global search of the
destination throughout the network.
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2. Developing a simulation tool based on the prototypic implementation
of protocols in SDL. The simulation tool provides a platform for a
detailed investigation of self-organizing multihop networks.

3. Analyzing the W-CHAMB air interface using probability theory and
two dimensional Markov Chain method.

The ASP (Section 6.1.1) is derived using probability theory. The
analyzes reveals insights of the relationship among contending WSs,
ACC-E-Signals and the way how the access priority is selected. The
results indicate that the access priority for best effort services should
be chosen according to a geometric distribution. The optimized value
of the parameter p of the geometric distribution is 0.94 with a Py, =
100 that is large enough in most cases. For real time services, on the
other hand, the access priority should be chosen at random.

A two dimensional Markov Chain is used to model the W-CHAMB
MAC protocol. The dynamic behavior of W-CHAMB MAC protocol is
described intuitively with the Markov state transition probability. The
numerical results provide interesting insights of the W-CHAMB traffic
performance. For a W-CHAMB network with 25 WSs a maximum
access priority of 10 is not enough due to the low ASP, whilst the
maximum access priority of 50 seems to be enough. High efficiency
can be achieved for long PDU trains. The throughput performance
degrades with short PDU trains due to the bottleneck at the ACH.
With a smaller number of TCHs per MAC frame the bottleneck at the
ACH can be reduced, whilst the protocol overhead becomes higher if
the number of TCHs per MAC frame decreases. The reasonable value
of the number of TCHs is 15 if it cannot be adjusted dynamically.
The mean access delay and mean PDU delay remain low before the
network is saturated. The delay performance degrades significantly
when the network approaches saturation. The mean PDU delay is
proportional to the mean length of PDU trains.

4. Evaluating the traffic performance of W-CHAMB using computer sim-
ulations. The traffic performance of W-CHAMB networks is inten-
sively studied stochastically using the developed simulation tool. The
impact of the system parameters, i.e. traffic characteristics, channel
errors, protocol variables, network connectivities, transmission rates,
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number of APs and etc., on the traffic performance is systematically
investigated.

With a small DCA parameter set a better delay performance is achieved
with a low traffic load. With the increase of the traffic load a larger
parameter set results in a better delay performance. This means that
with a high traffic load a larger DCA parameter set is preferred. DCA
algorithm achieves the fairness of the MAC protocol without the sig-
nificant impact on the traffic performance as well.

The bottleneck at the ACH will not appear with short PDU trains
if the next PDU train arrives before the previous PDU train is sent
and is served immediately after the previous PDU train is delivered.
The bottleneck at the ACH will be severe with a small mean length
of PDU trains if the traffic load is increased by increasing the number
of active WSs.

The simulation results indicate that the error control technology re-
alized by E-Signals is efficient and stable as the degradation of the
traffic performance is very limited even under a channel error rate of
10%.

The bandwidth of the required rt-VBR RCC is planned by the rt-VBR
scheduling algorithm according to the parameter called transmission
duration T, together with the length of the PDU train. If the pa-
rameter T is set small, the PDU train will be delivered in a shorter
duration. But a small T value increases the bandwidth requirement
of the rt-VBR RCC. If the network is highly loaded, it will be difficult
for a WS to establish an RCC with a large bandwidth requirement.
Thus, the access delay will increase accordingly. Simulation results
indicate T; = 10ms seems to be the optimized value. The results also
reveal that the traffic load of rt-VBR traffic must be controlled to
guarantee QoS for rt-VBR traffic. Usually, the real time traffic load
should not exceed 50% in a fully connected W-CHAMB network.

The delay of the rt-VBR traffic under mixed traffic load is under
control even at the heavy saturation condition. The delay of rt-VBR
PDU with ¢=0.34 is a little higher than that with ¢ = 1.0 due to
multihop transmissions of PDU trains. But the QoS of rt-VBR traffic
is guaranteed in the both cases. The difference between the delay of
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rt-VBR PDUs without ABR traffic load and with a high ABR traffic
load is not significant. The high ABR load increases the delay of the
rt-VBR PDUs about several milliseconds that are necessary for a WS
to interrupt an ABR transmission in favorite of rt-VBR PDU train in

the case that no free channels are available at the arrival of an rt-VBR
PDU train.

Networks with a connectivity of 1.0 have always the best traffic perfor-
mance in comparison with networks with a smaller connectivity. With
a small connectivity the system capacity is used up rapidly owing to
the multihop transmissions needed for multihop connections. The
benefits of frequency spatial reuse in multihop networks is adverse to
that of cellular networks that have many access points.

Although the relative throughput using an OFDM scheme with a lower
transmission rate is higher, OFDM schemes with a very low transmis-
sion rate are not recommended for W-CHAMB owing to its limited
capacity per frequency carrier. The traffic performance using 6 Mbit /s
and 12 Mbit/s is worse than that using other higher transmission rates
in almost all cases. OFDM schemes with a transmission rate less
than 12 Mbit/s are not suited for W-CHAMB networks. The OFDM
scheme with 24 Mbit/s seems to be best suited for W-CHAMB net-
works with a low to moderate traffic load. A higher transmission rate
is useful if the network is heavily loaded. The best traffic performance
can be achieved using the link adaptation algorithm where a WS se-
lects an OFDM scheme according to the actual signal strength and
the C/I ratio. The very low transmission rate (6 Mbit/s) should not
be used as the traffic performance with a one-hop connection using 6
Mbit /s is much worse than that with a multihop connection having a
higher transmission rate.

In the access scenario with one AP a reduced communication range
(transmission power) degrades the traffic performance in terms of
throughput and mean delay due to the bottleneck effect in the AP.
The solution to the bottleneck effect in the AP is to place more APs in
the access network, forming a cellular-like multihop ad hoc network.
With a multi-APs scenario, traffic performance can be significantly
improved with a reduced transmission range.
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5. Comparing the multihop traffic performance of W-CHAMB with IEEE

802.11a and HiperLAN/2. As HiperLAN/2 adopts a fully central-
ized scheduler-oriented MAC approach it has the best traffic perfor-
mance in a fully connected small network. But HiperLAN/2 appears
not to be suited for a multihop network. The traffic performance
of HiperLAN/2 degrades dramatically with the increase of forwarder
terminals due to the large protocol overhead. IEEE 802.11a uses a
packet-oriented CSMA /CA MAC solution that is inefficient for short
to medium packets, and cannot guarantee QoS in a multihop network-
ing environment where PCF is not applicable. W-CHAMB meets QoS
requirements for different classes of service and realizes statistical mul-
tiplexing of broadband bursty traffic in a fully distributed and efficient
manner. The superiority of the multihop traffic performance of the
W-CHAMB can be seen in comparison with that of IEEE 802.11a
and HiperLAN/2. With 3 FMT, the maximum throughput with W-
CHAMB is about 40 % higher than that with HiperLAN/2. With
realistic Ethernet packet sizes, W-CHAMB can deliver 50 % more
traffic than IEEE 802.11a in a multihop network.

The results in this thesis are valuable for the development and standardiza-
tion of the next generation wireless communication systems. W-CHAMB
has caused much attention in the communication industry and academic
areas. The future work includes prototyping and standardization of the
W-CHAMB air interface as well as further design and evaluation of the W-
CHAMB network protocol, such as mobility management, interworking and
TCP/IP performance.
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ACC
ACH
ACK
AP

ARQ

ASP

ATM

BCH
BCH
BCCH

BOT
BRAN

BpS
BPSK

CAC

List of Acronyms

Access

Access Channel
Acknowledgment
Access Point

Automatic Repeat
Request

Access Success
Probability

Asynchronous
Transfer Mode

Broadband Channel
Broadcast Channel

Broadcast Control
Channel

Begin of the Train

Broadband Radio
Access Network

Byte per Symbol

Binary Phase Shift
Keying

Call Admission
Control

cC
CCA

CF

CFP

c/!

CL

coL

coT

Ccp

CPCS

CRC

cS

Central Controller

Clear Channel
Assessment

Coordination
Function

Contention-Free
Period

Carrier-to-
Interference Ratio

Convergence Sublayer

Channel Occupation
List

Continuing of the
Train

Contention Period

Common Part
Convergence Sublayer

Cyclic Redundancy
Check

Carrier Sensing
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CSMA/CA

CSMA/CD

CTS
cw

Dqce
DCA

DCF

DCR

DECT

DEST

DFS

DIFS

DiL
DFT

DL

Carrier Sense
Multiple Access with
Collision Avoidance

Carrier Sense
Multiple Access with
Collision Detection

Clear To Send
Contention Window
Access Deadline

Dynamic Channel
Allocation

Distributed
Coordination
Function

Dynamic Channel
Reservation

Digital Enhanced
Cordless
Telecommunications

Destination

Dynamic Frequency
Selection

Distributed
(Coordination
Function) Interframe
Space

Direct Link

Discrete Fourier
Transformation

Downlink

DLC
DPR

ECH
EIRP

EOT

EP
E-Signal
ETSI

EY-NPMA

FCC

FCCH

FCH
FCS

FDMA

FEC

FER

A. List of Acronyms

Data Link Control

Distributed Priority
Access

Energy Channel

Equivalent Isotropic
Radiated Power

End of the Train
End Point
Energy Signal

FEuropean
Telecommunications
Standards Institute

Elimination Yield
Non Preemptive
Priority Multiple
Access

Federal
Communications
Commission

Frame Control
Channel

Frame Channel

Frame Check
Sequence

Frequency Division
Multiple Access

Forward Error
Correction

Frame Error Ratio



FHSS

FFT

FIFO
FMT

GPRS

GOP
GUI

H/2
HEE

HiperLAN

HiperLAN/2

IBSS

IEEE

IFFT

IFS

Frequency Hopping
Spread Spectrum

Fast Fourier
Transformation

First In First Out

Forwarding Mobile
Terminal

General Packet Radio
Service

Group of Pictures

Graphic User
Interface

HIPERLAN/2

Home Environment
FExtension

High Performance
Radio Local Area
Network

High Performance
Radio Local Area
Network Type 2

Independent Basic
Service Set

Institute of Electrical
and FElectronics
Engineers

Inverse Fast Fourier
Transformation

Interframe Space

IMT-2000

IRP

ISDN

ISM

ISO

ITU

LA
LAN
LBT
LCCH

LCH
LLC
LOS
MAC

MPDU

MS
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International Mobile
Telecommunications
at 2000 MHz

Internet Protocol

Iterative Routing
Protocol

Integrated Services
Digital Network

Industrial, Scientific
and Medical

International
Standards
Organization

International
Telecommunication
Union

Link Adaptation
Local Area Network
Listen Before Talk
Link Control Channel

Long Channel
Logical Link Control
Line Of Sight

Medium Access
Control

MAC Protocol Data
Unit

Mobil station
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MSAP

MSDU

MT
NAV

NL
NECH

NT
OFDM

0sl

PA
PC
PC
PCF

PCI

PDU
PER
PHY
PIFS

MAC Service Access
Point

MAC Service Data
Unit

Mobile Terminal

Net Allocation Vector

Network Layer

Narrow-band Energy
Channel

Neighbour Table

Orthogonal Frequency
Division Multiplezing

Open Systems
Interconnection

Priority Assertion
Power Control
Point Coordinator

Point Coordination
Function

Protocol Control
Information

Protocol Data Unit
Packet Error Ratio
Physical Layer

Point (Coordination
Function) Interframe
Space

PPDU
QAM

QoS
QPSK
RCC
RES
RFCH
RG
RG-IE
RLC
RMT

RR
RRC

RSS
RSSI

RTS
RTS/CTS

A. List of Acronyms

PHY PDU

Quadrature
Amplitude
Modulation

Quality of Service

Quadrature Phase
Shift Keying

Real Channel
Connection

Radio Equipment and
Systems

Random access
Feedback Channel

Resource Grant

Resource Grant
Information Element

Radio Link Control

Remote Mobile
Terminal

Resource Request

Radio Resource
Control

Received Signal
Strength

Receive Signal
Strength Indicator

Ready To Send

Ready To Send/Clear
to Send



rt-VBR

SAP

SAR

SCH
SDL

SDL-GR

SDL-PR

Sbu
SIFS

SINR

SN

SOT

s-PDU
SR
SSCS

SSCS-PDU

real time Variable Bit
Rate

Service Access Point

Segmentation And
Reassembly

Short Channel

System Description
Language

SDL Graphical
Representation

SDL Phrase
Representation

Service Data Unit

Short Interframe
Space

Signal to
Interferer-Noise
Ratio

Sequence number

Single PDU of the
Train

signaling PDU
Selective Repeat

Service Specific
Convergence Sublayer

Service Specific

Convergence Sublayer
PDU

STA
TCH
TDD

TDMA

TTA

TSF

UL
U-NII

UMTS

USA

VBR
vC
W-CHAMB

WLAN

WS
WT
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Station

Traffic Channel
Time Division
Duplex

Time Division
Multiple Access

Transceiver Turn-
Around

Timing
Synchronization
Function

Uplink

Unlicensed National
Information
Infrastructure

Universal Mobile
Telecommunications
System

United States of
America

Variable Bit Rate
Virtual Connection

Wireless CHannel
Oriented Ad hoc
Multihop

Wireless Local Area
Network

Wireless Station

Wireless Terminal
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ZRP Zone Routing
Protocol
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