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ABSTRACT

Multiple Input - Multiple Output (MIMO) refers to the use of multiple
antennas at receiver and transmitter in order to improve the performance
of communication link and the whole system. It is receiving growing
attention for application in wireless networks, reflected in the vivid ac-
tivities related to MIMO in standardization bodies for different systems,
e.g. IEEE 802.11n and 802.16 (Worldwide Interoperability for Microwave
Access (WiMAX)), High-Speed Packet Access Evolution (HSPA+) and
3rd Generation Partnership Project (3GPP) Long Term Evolution (LTE).

Application of MIMO poses several challenges to system design, not
only on Physical Layer (PHY), but also on Medium Access Control (MAC)
layer, such as signaling methods, channel estimation and Channel State
Information (CSI) feedback. Also, adapting channel aware scheduling
algorithms to the layered structure of the MIMO channel promises high
performance gains.

MAC layer design and performance evaluation of MIMO based Wireless
Local Area Networks (WLANs) are addressed in this thesis. Single-User
- Distributed Coordination Function (SU-DCF) and Multi-User - Dis-
tributed Coordination Function (MU-DCF) are proposed as extensions of
the IEEE 802.11 Distributed Coordination Function (DCF). Orthogonal
Frequency Division Multiple Access (OFDMA) signaling is introduced in
order to efficiently exchange control frames and reduce the overhead that
MU-DCF suffers from.

Performance evaluation of these two protocols, by means of achievable
throughput, provided fairness, and delay characteristic, on both link and
system level is presented, revealing the benefits and drawbacks of Single-
User (SU) and Multi-User (MU) transmission strategies. Cases of both
uninformed transmitter and informed transmitter that applies different
channel aware scheduling algorithms are studied, investigating the im-
pact of MU diversity and channel uncertainty on the performance of the
scheduling algorithms.
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KURZFASSUNG

Multiple Input - Multiple Output (MIMO) verweist auf Verwendung von
mehreren Antennen beim Sender und Empfänger um die Leistung der
Verbindung und des ganzen Systems zu verbessern. Die Verwendung
von MIMO in der drahtlosen Kommunikation zieht viel Aufmerksamkeit
auf sich, sichtbar in vielen Aktivitäten in der Standardisierung für ver-
schiedene Systeme, z. B. IEEE 802.11n und 802.16 (Worldwide Inter-
operability for Microwave Access (WiMAX)), High-Speed Packet Access
Evolution (HSPA+) und 3rd Generation Partnership Project (3GPP)
Long Term Evolution (LTE).

Die Verwendung von MIMO stellt mehrere Herausforderungen für den
Systementwurf dar, nicht nur auf Schicht-1, sonden auch auf Schicht-
2, wie Signalisierungsmethoden, Kanalschätzung und die Übertragung
von Kanalzustandsinformation. Zusätzlich verspricht die Anpassung der
adaptiven Zuteilungsalgorithmen die die MIMO Kanal Schichtstruktur
berücksichtigen, hohe Leistungsteigerung.

Diese Arbeit befasst sich mit dem Entwurf und der Leistungbewertung
der Schicht-2 von MIMO basierten drahtlosen Netzen. Single-User - Dis-
tributed Coordination Function (SU-DCF) und Multi-User - Distributed
Coordination Function (MU-DCF) werden als Erweiterungen von IEEE
802.11 Distributed Coordination Function (DCF) vorgeschlagen. Orthog-
onal Frequency Division Multiple Access (OFDMA) Signalisierung wird
eingeführt, um die Effizienz zu steigern und den Overhead, unter dem
MU-DCF stark leidet, zu reduzieren.

Die Leistung von SU-DCF und MU-DCF wird anhand von Durch-
satz, Fairness und Paketverzögerung auf Link- und Systemebene bew-
ertet. Dabei werden die Vorteile und Nachteile der beiden Verfahren
deutlich herausgestellt. Untersucht werden sowohl der Fall von Sendern
ohne, als auch der von Sendern mit Kanalzustandsinformation, die die
verschiedenen Zuteilungsalgorithmen verwenden. Damit wird der Einfluss
von Mehrbenutzer-Diversität und Ungenauigkeit der Kanalzustandsinfor-
mation auf die Leistung der Zuteilungalgorithmen bewertet.
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CHAPTER 1

Introduction

Contents
1.1 Multiple Antennas in Wireless Communications . . . . 1

1.2 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.3 Contributions of this Thesis . . . . . . . . . . . . . . . . 3

1.4 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

Multiple Input - Multiple Output (MIMO) is a wide set of multiple an-
tenna technologies that can significantly increase the capacity of wireless
networks, without additional bandwidth or increased transmission power.
They are widely recognized as technologies essential for meeting, at rel-
atively low cost, ever growing network requiremens, such as higher data
rate, high mobility, QoS support, higher security, support for diversity
and plurality of devices and services, etc.

1.1 Multiple Antennas in Wireless
Communications

Antenna arrays were used from the beginning of 20th century for radar ap-
plications and later also for Angle-of-Arrival (AoA) estimation (e.g. MU-
SIC [Schmidt, 1986] and ESPRIT algorithms [Roy et al., 1986]). Their
application in wireless communications started with 1984 and work of
Jack Winters [Winters, 1984]. Many other valuable contributions have
followed, such as introduction of Bell Labs Layered Space Time (BLAST)
scheme [Foschini, 1996], Orthogonal Space-Time Block Coding (OSTBC)
in [Tarokh et al., 1999a] and MIMO channel Shannon capacity published
by Telatar in [Telatar, 1999].

1



1 Introduction

Based on the optimization criterion set by the applied algorithm, MIMO
technologies can be divided into three classes: methods to increase the
link/system capacity (Spatial Multiplexing (SMUX)), methods to increase
the robustness of the communication link (Space-Time Coding (STC)),
and methods to reduce co-channel interference (beamforming and Space
Division Multiple Access (SDMA)).

1.1.1 MIMO in Standards

Being a technology that for relatively low price dramatically improves the
network performance, the interest of industry in it is very high. This is
reflected in the vivid activities related to MIMO in standardization bodies
for different systems.

Standards and systems that are currently under development include
different MIMO technologies. Basicly, those are beamforming in combina-
tion with SDMA, STC and SMUX, although different organizations and
companies tend to use different names. Examples of new systems that
will eventually or already do include MIMO are 3rd Generation Partner-
ship Project (3GPP) Long Term Evolution (LTE) and High-Speed Packet
Access Evolution (HSPA+) for cellular radio systems, IEEE 802.16 and
Worldwide Interoperability for Microwave Access (WiMAX) for Wireless
Metropolitan Area Networks (WMANs), and IEEE 802.11n for Wireless
Local Area Networks (WLANs).

1.1.2 Boosting the link level performance

In SMUX schemes, multiple streams are transmitted simultaneously, each
one using a dedicated transmit antenna. The receiver also has multiple
antennas that receive a signal that is a sum of the transmitted signals
that have propagated different paths. Provided rich multipath scattering,
by applying an appropriate algorithm the original symbols are separated.
Thus, the throughput increases with a factor equal to the number of
transmitted streams.

SMUX and STC are typically combined with Orthogonal Frequency Di-
vision Multiplexing (OFDM) or Orthogonal Frequency Division Multiple
Access (OFDMA) that efficiently handle the Inter-Symbol Interference
(ISI) created by multi-path channel. In this combination, coding not only

2



1.2 Objectives

over time and space is possible, but also coding over frequency to provide
additional diversity.

1.1.3 Higher Layer Aspects

MIMO based Physical Layer (PHY) provides the transmission channel
with a layered structure that gives another degree of freedom in schedul-
ing transmissions. Thus, a cross-layer approach that provides efficient
management of the channels spatial layers, can significantly increase the
networks performance on both link and system level.

Cross-layer design gets another dimension compared to conventional,
single-antenna systems, and that is spatial dimension. Therefore e.g. with
properly designed scheduling algorithm and fine-grained resource alloca-
tion, there is a high potential for boosting the network performance.

1.2 Objectives

In this work MAC layer aspects and potentials for improvement of a sys-
tem with MIMO based PHY are investigated.

MIMO based PHY poses several challenges to system design. In par-
ticular, on MAC layer they include signaling methods, channel estimation
and Channel State Information (CSI) feedback. Opportunistic scheduler
algorithms developed for single antenna systems directly applied in MIMO
systems do not fully exploit the potentials offered by MIMO channel.
Their design and performance evaluation under channel uncertainty are
also addressed in this work.

1.3 Contributions of this Thesis

The major contributions of this thesis can be summarized in the following:

� Two Medium Access Control (MAC) protocols, namely Single-User -
Distributed Coordination Function (SU-DCF) and Multi-User - Dis-
tributed Coordination Function (MU-DCF), are designed, adapted
to support MIMO technology (Single-User (SU) and Multi-User
(MU) respectively) in IEEE 802.11 based WLANs.

3



1 Introduction

� OFDMA based signaling (instead of TDMA based) is proposed.
This type of signaling significantly reduces the overhead in MU en-
vironment.

� Comprehensive analysis of MIMO based PHY, with varying number
of spatial streams, by means of distribution of post-processing SNR
for each stream is provided.

� A model for saturation throughput calculation of the proposed sys-
tems under different traffic types (with different packet length and
packet interarrival time distribution) is developed.

� Comprehensive comparison of MU and SU transmission strategies is
provided, that includes the system capacity, fairness provision and
delay characteristic. Their benefits and drawbacks are highlighted.

� Several SU and MU channel aware schedulers are developed that
have different degrees of freedom when allocating available resources
and their performace comparison is provided, in particular the abil-
ity to exploit MU diversity.

� The degree of impact of channel uncertainty on the performance of
the channel aware schedulers is investigated.

1.4 Outline

This thesis has the following structure: Chapter 2 provides an overview
of main radio propagation phenomena and propagation channel charac-
terization.

In Chapter 3, basic concepts of MIMO technology are described. This
includes classification of MIMO processing techniques and MIMO sys-
tems. Special attention is payed to MIMO channel capacity and channel
modeling. This chapter also provides a survey of receiver and transmitter
algorithms for MIMO communications.

Chapter 4 containts an overview of IEEE 802.11-2007 standard, that
is a basis for the system analyzed in this thesis, and of IEEE 802.11n
standard, that is also closely related to this topic.

A detailed description of the system analyzed in this thesis is given in
Chapter 5, highlighting MAC layer features essential for efficient support
of MIMO in ad-hoc networks.

4



1.4 Outline

The remaining of this thesis deals with performance evaluation of the
described system. Chapter 6 contains a description of MIMO schemes
that are in the focus of this work. Particular attention is payed to the
performace of the receiver algorithms. The number of spatial streams is
varied, and as a metric for evaluation and comparison, post-processing
Signal-to-Noise Ratio (SNR) and achievable gross bitrate are used.

In the focus of Chapter 7 is the system level performance evaluation
in case of uninformed transmitter (the transmitter that does not have
channel knowledge). The developed model for saturation throughput cal-
culation is presented and used for the evaluation for an example parameter
set. Fair service provision is also addressed, and used for comprehensive
delay analysis in the remaining of the chapter.

Chapter 8 analyzes the system performance in case of informed trans-
mitter (the transmitter that has some form of channel knowledge). Several
channel adaptive schedulers are developed and evaluated, with different
degrees of freedom, and different ability to exploit multiuser diversity.
The performance of the schedulers is also investigated in the presence of
channel uncertainty. In addition to that, the achievability of CSI feedback
provision is discussed.

Finally, Chapter 9 containts the summary and conclusion of this the-
sis and outlines the issues to deal with in the scope of future research
activities.
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CHAPTER 2

Radio Propagation

Contents
2.1 Radio Propagation Mechanisms . . . . . . . . . . . . . . 7

2.2 Large-Scale Fading . . . . . . . . . . . . . . . . . . . . . . 8

2.3 Small-Scale Fading . . . . . . . . . . . . . . . . . . . . . . 11

In the this chapter, a survey of the main radio propagation phenomena
is given, namely pathloss, and shadowing and different types of small-scale
fading. An overview of main parameters for channel characterization is
also given.

2.1 Radio Propagation Mechanisms

The mechanisms of radio propagation can generally be attributed to the
basic propagation mechanisms: reflection, diffraction, and scattering. Re-
flection occurs as the propagating wave impinges upon an object that
is large compared to its wavelength (e.g. walls, earth etc.). Diffrac-
tion occurs when the radio path between the transmitter and receiver
is obstructed by surface with sharp irregular edges. Waves are formed
e.g. around building edges or obstacles so that radio waves can prop-
agate through areas even though there is no Line-of-Sight (LoS) path
between transmitter and receiver. Scattering happens when objects small
compared to the wavelength of the propagating wave are located be-
tween the transmitter and receiver, and when in addition their density
is high [Rappaport, 2001].

In a wireless mobile communication system, a signal can travel from
transmitter to receiver over multiple reflective paths. This phenomenon,

7



2 Radio Propagation

referred to as multipath propagation, can cause fluctuations in the re-
ceived signal’s amplitude, phase, and angle of arrival, giving rise to the
terminology multipath fading. For the purpose of characterization of the
channel, the classification of fading types is given in Figure 2.1 [Sklar, 2001].

Wireless Channel Fading

Small Scale FadingLarge Scale Fading

Shadowing
Spreading
Frequency Time

Spreading
Angle

Spreading

Poor
Scattering

Rich
Scattering

Frequency
Flat

Fading

Frequency
Selective
Fading

Slow
Fading

Fast
Fading

Path Loss

Figure 2.1: Fading classification

Fading can be classified into large- and small-scale fading. Large-scale
fading describes the (variable) attenuation of the received signal over large
distances. On the other hand, small-scale fading refers to the dramatic
changes of the received power level over small distance, or short periods
of time. Large- and small-scale fading differently affect the signal level, as
illustrated in Figure 2.2: pathloss gives the average behavior over distance,
shadowing accounts for environmental variations, and the deep fades are a
consequence of multipath fading. The different fading types are described
more in detail in the remaining of this chapter.

2.2 Large-Scale Fading

2.2.1 Pathloss

The attenuation of power of electromagnetic waves propagating through
space is pathloss. The simplest approach to model pathloss is to as-
sume the propagation through space free of all objects that might ab-
sorb or reflect Radio Frequency (RF) energy. The free space propaga-

8



2.2 Large-Scale Fading
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Figure 2.2: Signal power fluctuations and impact of large- and small-scale
fading types

tion model also assumes that, within this region, the atmosphere be-
haves as a perfectly uniform and nonabsorbing medium and treats the
earth infinitely far away from the propagating signal (or, equivalently,
as having a reflection coefficient that is negligible). In the idealized
free-space model, the attenuation of RF energy between the transmitter
and receiver follows an inverse-square law. In that case, the attenuation
Ls(d) [Sklar, 2001, Sklar, 1997a, Proakis, 2001] is given by the following
expression:

Ls(d) =
(

4πd

λ

)2

, (2.1)

where d is the distance between the transmitter and receiver, and λ is the
wavelength of the propagating signal. This idealized propagation model
is not suitable for most practical channels.

Okumura-Hata model is one of the most widely used empirical prop-
agation prediction models. It was developed through works of Y. Oku-
mura [Okumura et al., 1968] and M. Hata [Hata, 1980]. The model is
based on the results of extensive measurements in urban and suburban
areas of Japan. The propagation models for both indoor and outdoor radio

9



2 Radio Propagation

channels indicate that the mean pathloss, Lp(d), as a function of distance
between transmitter and receiver d is proportional to an nth-power of d,
relative to a reference distance d0:

Lp(d)(dB) = Ls(d0)(dB) + 10nlog

(
d

d0

)
. (2.2)

The reference distance d0 corresponds to a point located in the far field
of the transmit antenna. Typically, the value of d0 is taken to be 1 km for
large cells, 100 m for microcells, and 1m for indoor channels. Lp(d) is the
average pathloss (over a multitude of different sites) for a given value of
d.

The value of the pathloss exponent n depends on the radio frequency,
antenna heights, and propagation environment. The more obstructions
are present in the propagation environment, the higher the value of n is.
Therefore, typical values of pathloss exponent are higher for indoor sce-
nario compared to outdoor scenarios. In free space, where signal propaga-
tion follows an inverse-square law, n is equal to 2, as shown in Equ. (2.1).
The value of the pathloss exponent n can also be lower than 2, e.g. in
the presence of a very strong guided-wave phenomenon (such as urban
streets).

2.2.2 Shadowing

The attenuation on a given distance is affected by prominent terrain con-
tours (hills, forests, billboards, clumps of buildings, and so on) between
the transmitter and the receiver. The receiver is often said to be “shad-
owed” by such objects. Large-scale fading (attenuation or pathloss) can
be considered to be a spatial average over the small-scale fluctuations of
the signal. It is generally evaluated by averaging the received signal over
10-30 wavelengths, in order to decouple the small-scale fluctuations from
the large-scale shadowing effects (typically log-normal).

In Equ. (2.2), the only average value of the signal attenuation is given.
It has been shown by measurements the pathloss Lp(d) on at distance
d is a random variable having a log-normal distribution about the mean
distant-dependent value Lp(d) [Sklar, 2001, Sklar, 1997a], thus it can be

10



2.3 Small-Scale Fading

expressed as follows:

Lp(d)(dB) = Ls(d0)(dB) + 10nlog10(
d

d0
) + Xσ(dB), (2.3)

where Xσ is a zero-mean, Gaussian random variable with standard devia-
tion σ. Being site and distance dependent, the value of Xσ is determined
from the measurements [Sklar, 2001, Okumura et al., 1968, Hata, 1980].

2.3 Small-Scale Fading

Small-scale fading refers to the dramatic changes in signal amplitude and
phase for small changes of the position of the transmitter and/or receiver
(as small as a half wavelength). Small-scale fading manifests itself as:

• time-spreading of the signal,
• time-variant behavior of the channel, and
• angular spreading of the arriving multipath components.

If the received signal is a result of superposition of multiple componenets
traversing non-LoS paths from the transmitter to the receiver, small-scale
fading is called Rayleigh fading. The envelope of such a received signal has
Rayleigh distribution. In case of a dominant nonfading signal component
is present, such as a LoS propagation path, the small-scale fading envelope
is described by a Rician distribution. Superimposed on large-scale fading,
small-scale fading fully describes the signal amplitude, phase and angle of
arrival at the receiver.

2.3.1 Doppler Spread - Time Variable Fading

In the mobile radio communications, the time variability of the propaga-
tion channel is the consequence of motion between the transmitter and
receiver. The paths that the components of the received signal traverse
change, as well as the number of the components that reach the receiver.
This leads to variability of the signal amplitude and phase at the receiver.

The channel variability is caused not only by moving transmitter and
receiver, but also by mobility in the environment. Since the channel char-
acteristics are dependent on the positions of the transmitter and receiver,
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time variance in this case is equivalent to spatial variance [Sklar, 2001].

The characterization of time variant nature of the radio channel can be
done by Doppler shift, denoted fd (also referred to in the literature by
several different names: Doppler spread, fading rate, fading bandwidth,
or spectral broadening) [Rappaport, 2001, Sklar, 2001]:

fd =
V

λ
, (2.4)

where V is the relative velocity, and λ is the wavelength of the transmitted
symbol. The Doppler shift of each signal component is generally different
from that of other paths and depends on the angle between the direction
in which the receiver/transmitter is moving and the direction of the signal
propagation. Therefore, the effect on the received signal manifests itself
as a Doppler spreading of the transmitted signal frequency, rather than a
shift by a fixed value.

The alternative characterization of time variant channel can be done
in time domain, with the coherence time. Coherence time is the time
over which the two received signals have strong potential for amplitude
correlation [Rappaport, 2001]. The coherence time and the Doppler shift
are reciprocally related [Sklar, 2001, Sklar, 1997a, Rappaport, 2001]:

T0 ≈ 1
fd

(2.5)

When T0 is defined as the time duration over which the channels re-
sponse has a correlation of at least 0.5, the relationship between T0 and
fd is given by the following expression [Sklar, 2001, Rappaport, 2001]:

T0 ≈ 9
16πfd

(2.6)

A widely-used rule of thumb for modern digital communications is
the definition of the coherence time as geometric mean of Equ. (2.5)
and (2.6) [Sklar, 2001, Rappaport, 2001]:

T0 ≈
√

9
16πf2

d

(2.7)
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By the rapidity of the time-variability in the context of the transmitted
symbol rate, the propagation channel can be characterized as fast fading
or slow fading.

In case that for the channel coherence time T0 it applies that T0 <
Ts, where Ts is the transmitted symbol duration, the channel can be
characterized as fast fading. On the fast fading channel, the channel
changes over duration of one symbol period with high probability, which
leads to distortion of the baseband pulse shape and irreducible error rate.
The distortion is a consequence of low correlation of the received signals
components throughout time. Such distorted pulses cause synchronization
problems (failure of phase-locked-loop receivers), in addition to difficulties
in adequately designing a matched filter [Sklar, 2001].

A channel can be characterized as slow fading if T0 > Ts. In this
case, the received signal’s components are correlated over time needed to
transmit one symbol. Therefore, the transmitted symbol will with high
probability be received without distortions. The primary degradation in
a slow-fading channel is loss in SNR [Sklar, 2001].

2.3.2 Delay Spread - Frequency Selective Fading

For a typical wireless channel, the received signal is a superposition of
several multipath components. Since these components travel different
paths from the transmitter to the receiver, they also arrive at different
times at the receiver. In order to characterize this phenomenon, maximum
excess delay is used. For a single transmitted impulse, the the maximum
excess delay Tm is defined as the time between the first and last received
component, after which the signal power of individual components falls
below some threshold level relative to the strongest component. The
threshold level might be chosen at 10 dB or 20 dB below the level of the
strongest component.

Depending on the relationship between the channel maximum excess
delay time Tm, and symbol time Ts, the fading can be characterized as
frequency-selective fading, and frequency nonselective or flat fading, as
mentioned in Figure 2.1.

A channel is said to exhibit frequency-selective fading if Tm > Ts. In
this case, the time when received multipath components of a symbol ar-
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rive at the receiver exceeds the symbols time duration. This category
of fading causes ISI. Mitigating the distortion in the case of frequency-
selective fading is possible because many of the multipath components are
resolvable by the receiver [Sklar, 2001].

If Tm < Ts, the channel is exhibiting frequency-flat fading. In this case,
all of the received multipath components of a symbol arrive within the
symbol time duration, hence there is no channel-induced ISI distortion.
There is still performance degradation, due to destructive superposition
of the individual multipath components that can yield a reduction in
SNR. For loss in SNR due to flat fading, the appropriate mitigation
technique is to improve the received SNR or use more robust transmission
techniques [Sklar, 2001, Sklar, 1997b].

Similarly as in case of Doppler spread and coherence time, delay spread
can be characterized by the coherence bandwidth f0 in frequency do-
main. The coherence bandwidth is the range of frequencies over which
two frequency components have a strong potential for amplitude cor-
relation [Rappaport, 2001]. That is, a signal’s spectral components in
that range are affected by the channel in a similar manner. Coher-
ence bandwith f0 and maximum excess delay Tm are reciprocally re-
lated [Sklar, 2001, Rappaport, 2001]:

f0 ≈ 1
Tm

. (2.8)

An overview of time variable and frequency selective fading and tech-
niques to mitigate the fading effects is given in [Sklar, 1997a, Sklar, 1997b].

2.3.3 Angle Spread - Space Selective Fading

Characterization of fading channels has traditionally be studied by as-
suming the omnidirectional azimuthal propagation model [Jakes, 1974,
Clarke, 1968], that is not often the case in practice. Particularly, if smart
antennas are applied, such characterization does not suffice.

Signal multipath components arrive at the receiver from a number
of azimuthal directions. In Figure 2.3 it is illustrated the LoS compo-
nent of the signal arriving from the direction θ0 relative to imaginary
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positive x-axis, and a number of (reflected, defracted, scattered) com-
ponents arriving within an angle θBW . This distribution of multipath
power is described by the function p(θ), where θ is the azimuthal an-
gle. In the limit of very small dθ, the term p(θ)dθ represents the power
of a single multipath plane wave received from the θ direction by the
receiver [Durgin and Rappaport, 1998, Rappaport, 2001].

θ0

θBW

Receiver

Transmitter

Figure 2.3: Angle spread of the multipath components at the receiver

Angle spread causes space selective fading, causing the varying signal
amplitude depending on the spatial location of the antenna. Space se-
lective fading is characterized by the coherence distance DC which is the
spatial separation for which the autocorrelation coefficient of the spatial
fading drops to 0.7. Coherence distance is inversely proportional to the
angle spread [Paulray et al., 2003].

Characterization of angular spread can be done at both transmitter
and receiver side. The angular spread is very sensitive to the antenna
height and the nature of the scattering environment. Measurements have
shown that the angle spread increases as the antenna height is lowered,
as well as that it is higher in urban areas compared to the suburban and
rural areas [Rappaport, 2001, Durgin and Rappaport, 1998, Gans, 1972,
Liberti and Rappaport, 1999].
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MIMO Communications
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This chapter cover the fundamental information theory results and ba-
sic concepts of MIMO communications. An introduction to the topic is
given, including a classification of MIMO systems and the signal models
used throughout this work. The channel capacity in case of multiple an-
tennas at the receiver and/or transmitter are given, followed by different
approaches in modeling MIMO channels. The last part of this chapter
contains a classification and an overview of receiver and transmitter algo-
rithms applied in MIMO systems.

3.1 Multiple Antennas in Wireless
Communications

The benefits of applying multiple antennas in a wireless system are mul-
tifold. They can be applied to e.g. increase range, boost the capacity,
improve the robustness of a communication link, or reduce co-channel in-
terference. In Figure 3.1 a coarse classification of MIMO systems based
on the type of signal processing is given.

Two basic types can be recognized: beamforming techniques, and STC.
Beamforming, as its name indicates, are algorithms that steer antenna
radiation beams in the direction of the intended station, and at the same
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Rx/Tx Algorithms

Beamforming Space−Time Codes

Spatial Diversity Spatial Multiplexing

Figure 3.1: Classification of MIMO processing techniques

time avoiding interference to the other stations. STC in the general case
assumes omnidirectional radiation. In different configurations, they can
be used for increasing the range and robustness of the communication
link - Spatial Diversity (SDIV) schemes, or to increase the link capacity -
SMUX schemes.

The performace of these algorithms heavily depends on the fading char-
acteristics in the given environment. Hence, beamforming algorithms give
best performance under highly correlated fading. STC, on the other hand,
is beneficial in the rich scattering environment, where the signals received
by different antennas are not correlated. More details are given in Sec-
tion 3.5.

On the link level, different gains can be exploited in multiple antenna
systems: array gain, SDIV gain, SMUX gain, or co-channel interference
reduction [Paulray et al., 2003, Paulray et al., 2004]. Array gain is the
average increase of signal power at the receiver after processing at the
transmitter and the receiver. Array gain is proportional to the number of
transmit and receive antennas, and in order to exploiting transmit/receive
array gain requires the channel knowledge at the transmitter/receiver.

Diversity is an efficient technique to mitigate fading in wireless links.
Unlike time and frequency diversity, SDIV has the advantage that it nei-
ther prolongs the duration of the transmission nor requires more band-
width. SDIV gain can be characterized by diversity order. Maximum
diversity order that can be obtained over a MIMO link is Mt ·Mr, where
Mt is the number of transmit and Mr is the number of receive antennas.

SMUX gain can be exploited if multiple antennas are used for simul-
taneous transmission of multiple data streams, without additional power,
time or bandwidth. Theoretically, the capacity of the channel can be in-
creased linearly by min(Mt,Mr). The expressions corresponding to SISO,

18
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SIMO, MISO and MIMO channel capacities are given in Section 3.3.

3.2 Classification of Multiple Antenna Systems

Figure 3.2 illustrates different antenna configurations of a wireless link.
Single Input - Single Output (SISO) corresponds to the traditional wireless

SISO

SIMO

MISO

MIMO

Tx Rx

Tx Rx

 . 
  .

   
.

Tx

 . 
  .

   
.

Rx

Tx

 . 
  .

   
.

Rx

 . 
  .

   
.

Figure 3.2: Overview of different MIMO systems

link. In Single Input - Multiple Output (SIMO) and in Multiple Input
- Single Output (MISO) systems, multiple antennas are present only at
one side: at the receiver or at the transmitter, whereas in MIMO systems
both transmitter and receiver are equipped with multiple antennas.

In another, more general view of MIMO systems, so called virtual
MIMO, or cooperative MIMO, multiple antennas at the transmitter are
not necessarily located at one station, multiple stations with coordinated
transmissions appear to the receiver as one, and simulate a MIMO trans-
mission.

3.2.1 Signal Models

Throughout this work, the following signal models are used (E is the total
received energy, and Mt and Mr are numbers of transmit and receive
antennas):
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SISO channel:
y =

√
Ehs + n, (3.1)

where y is the received signal,
h is the channel transfer function,
s is the transmitted symbol, and
n is the noise at the receiver;

SIMO channel:
y =

√
Ehs + n, (3.2)

where y = [y1 . . . yMr
]T is the received signal vector,

h = [h1 . . . hMr
]T is the channel transfer function vector,

s is the transmitted symbol, and
n = [n1 . . . nMr ]

T is the noise vector at the receiver;

MISO channel:

y =
√

E

Mt
hs + n, (3.3)

where y is the received signal,
h = [h1 . . . hMt ] is the channel transfer function vector,
s = [s1 . . . sMt ]

T is the transmitted symbol vector,
n is the noise at the receiver;

MIMO channel:

y =
√

E

Mt
Hs + n, (3.4)

where y = [y1 . . . yMr ]
T is the received signal vector,

H =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

h1,1 . . . h1,Mt

. .

. .

. .

hMr,1 . . . hMr,Mt

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

is the channel transfer function ma-

trix,
s = [s1 . . . sMt ]

T is the transmitted symbol vector,
n = [n1 . . . nMr ]

T is the noise vector at the receiver.
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If not stated otherwise the channel transfer functions between each
transmit/receive antenna pair are independent and identically distributed
zero-mean circularly symmetric complex Gaussian random variables with
unity variance. They are assumed constant over the time of one chan-
nel access, change though for each channel use and are uncorrelated in
time. For the realistic application of the model, the following assump-
tions should be fullfilled [Heath Jr and Paulraj, 2002]:

• the transmission bandwidth is much less than the coherence fre-
quency of the channel (hence fading is frequency-flat),

• the antenna spacing is larger than the coherence distance (hence
signals at receive antennas are uncorrelated),

• the frames are separated by at least the coherence time of the chan-
nel (hence channel matrix values for each channel use are uncorre-
lated in time),

• frame length is not longer than the channel coherence time (hence
channel matrix is constant during the transmission of a frame), and

• sufficient scattering is present (hence elements of the channel matrix
are independent).

The noise at a receiver antenna is modelled as zero mean circularly sym-
metric complex Gaussian random variable, with variance N0.

3.3 MIMO Information Theory

Information theory gives expressions for channel capacity that is an im-
portant metric for channel characterization. However, channel capacity is
only a limit to error-free bitrate that can only be approached in practice by
appropriate techniques. In this section, the expressions for channel capac-
ities depending on the number of antennas at the receiver and transmitter
side are given.
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3.3.1 SISO Channel Capacity

The capacity CSISO of an additive white Gaussian noise (SISO) channel
has been defined by Shannon [Shannon, 1948a, Shannon, 1948b]:

CSISO = lim
T→∞

max
f(s)

1
T

I(s; y), (3.5)

where s and y are transmitted and received symbol (random variables)
and f(s) is the marginal probability density function (PDF) of s. I(s; y)
is the mutual information between s and y, defined as:

I(s; y) = H(y) − H(y|s) = H(y) − H(n), (3.6)

where H(y) is the differential entropy of y; H(y|s) is the conditional
differential entropy of y given the knowledge of s, and is equal to H(n).

The maximum mutual information is obtained by maximizing H(y),
and that is the case when y has zero-mean Gaussian distribution, which
means that s also has zero-mean Gaussian distribution. This leads to the
following expression for the capacity of the additive white Gaussian noise
channel [Proakis, 2001]:

CSISO = log2

(
1 +

E

N0

)
. (3.7)

3.3.2 MIMO Channel Capacity

The capacity of the MIMO channel has been defined in [Foschini, 1996,
Telatar, 1999] as:

CMIMO = max
f(s)

I(s;y), (3.8)

where, in contrast to Equ. (3.5), s and y are transmitted symbol and
received symbol vectors. The mutual information I(s;y) can be reduced
to:

I(s;y) = log2 det
(
IMr +

E

MtN0
HRssHH

)
, (3.9)

where Rss = E{ssH} is the covariance matrix of s. Using this equation,
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the formula for the MIMO channel capacity becomes:

CMIMO = max
Tr(Rss)=Mt

log2 det
(
IMr +

E

MtN0
HRssHH

)
(3.10)

If the channel is completely unknown at the transmitter - uninformed
transmitter, the symbols of the vector s may be chosen to be independent
and equi-powered, i.e. Rss = IMt . Then, the capacity reduces to:

CMIMO = log2 det
(
IMr +

E

MtN0
HHH

)
. (3.11)

If the channel matrix H is an orthogonal square matrix with the di-
mension Mr = Mt = M , i.e. it applies:

HHH = HHH, (3.12)

and the elements of matrix H satisfy |Hi,j |2 = 1, i.e. squared Frobenius
norm [Golub and Loan, 1989] of H satisfies:

‖H‖2
F =

M∑
i=1

M∑
j=1

|hi,j |2 = M2 (3.13)

the expression for the channel capacity has the following form:

CMIMO = M log2

(
1 +

E

N0

)
, (3.14)

thus the capacity of an orthogonal MIMO channel is M times the capacity
of the SISO channel.

The MIMO channel capacity when the channel is known at the trans-
mitter - informed transmitter is at least the MIMO channel capacity
when there is no channel knowledge at the transmitter. This capac-
ity can be obtained by allocating different power levels for spatial sub-
channels, applying the water-filling algorithm [Cover and Thomas, 1991,
Paulray et al., 2003, Larsson and Stoica, 2003].
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3.3.3 SIMO and MISO Channel Capacity

The capacities of SIMO and MISO channels can be treated as special cases
of the MIMO channel. For a SIMO channel, with normalized channel
vector h, ‖h‖2

F = Mr, it applies:

CSIMO = log2

(
1 +

E

N0
‖h‖2

F

)
(3.15)

= log2

(
1 + Mr

E

N0

)
, (3.16)

thus SIMO channel offers only logarithmic increase in capacity.

As for the MISO channel, the capacity differs depending on the pres-
ence of the channel knowledge at the transmitter. In case of uninformed
transmitter, the power is equally allocated to all spatial substreams, and
the capacity is given by the following expression:

CMISO = log2

(
1 +

E

MtN0
‖h‖2

F

)
. (3.17)

For the normalized channel vector h, ‖h‖2
F = Mt, there is no improvement

in capacity over a SISO channel. However, for the informed transmitter,
all the power can be directed into the single - best spatial subchannel,
hence the according capacity is given by:

CMISO = log2

(
1 +

E

N0
‖h‖2

F

)
(3.18)

= log2

(
1 + Mt

E

N0

)
, (3.19)

and it is equal to the capacity of the SIMO channel when the number of
receive antennas is the same as the number of transmit antennas of the
MISO channel [Paulray et al., 2003].
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3.3.4 Ergodic and Outage Capacity

The previous expressions for channel capacities apply for the case of a de-
terministic channel realization. However, in practical systems, the chan-
nel is changes randomly over time. For the purpose of temporal channel
capacity characterization, ergodic and outage capacity are used.

The ergodic capacity CMIMO of a MIMO channel in case of uninformed
transmitter is the average capacity over different realizations of the chan-
nel matrix H for the given distribution of H [Larsson and Stoica, 2003]:

CMIMO = E

{
log2 det

(
IMr +

E

MtN0
HHH

)}
. (3.20)

In case of informed transmitter, the ensemble averaging is done over
capacities achieved by water-filling algorithm.

Ergodic capacity gives the mean channel capacity for a certain distri-
bution of channel matrix H. Outage capacity further characterizes the
distribution of the random channel capacity. The q% outage capacity
Cout,q is defined as the information rate that is guaranteed for (100− q)%
of channel realizations [Ozarow et al., 1994, Biglieri et al., 1998]:

P (C ≤ Cout,q) = q%. (3.21)

3.4 MIMO Channel Modeling

The most commonly used MIMO channel model assumes the independent
identically distributed zero-mean circularly symmetric complex Gaussian
random variable with unity variance as elements of the channel transfer
matrix H. Practical channels may in practice deviate from this ideal-
ized case, due to e.g. spatially correlated fading or presence of a LoS
component leading to Ricean fading.

Generally, there are two approaches in channel modeling: antenna spe-
cific and antenna generic. In the first one, besides propagation character-
istics, the antenna geometry is also included in the model, whereas the
other channel model can be used with an arbitrary antenna configuration.
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Other classification recognizes deterministic and stochastic channel mod-
els. Deterministic channel models are either ray tracing based, or are a
collection of recorded impulse responses. Stochastic models can be geo-
metrically based, parametric, or correlation based.

In geometrically based models, the received signal is calculated based on
the positions of the scatterers that are located at some (model dependent)
positions in the vicinity of the transmitter and receiver, e.g. geometrically
based circular model [Ertel et al., 1998].

Parametric stochastic channel models are site generic channel mod-
els, such as IEEE 802.11n [IEEE, 2004b], 3GPP Spatial Channel Model
(SCM) [3GPP, 2007] and COST 273 MIMO channel model 1. The result-
ing channel in different scenarios is obtained by summing up individual
paths and their subpaths. The relevant parameters include angle spread
at transmitting and receiving station and power-delay distribution. The
parameters take different values depending on the scenario and the type
of station (base or mobile station), i.e its location.

Correlation based models are not physical models; they imply that the
elements of H are correlated. That can be mathematically described by
the following equation:

vec(H) = R1/2vec(Hw), (3.22)

where vec(H) is an operator that stacks the elements of H columnwise,
and Hw is spatially white MIMO channel (with independent elements).
Matrix R is the MtMr × MtMr covariance matrix defined as:

R = E
[
vec(H)vec(H)H

]
. (3.23)

This model can capture any correlation effects between transmitter and
receiver.

However, due to complexity reasons, Kronecker model is the more of-
ten used. Kronecker model assumes separability of transmit and receive
antenna correlation:

H = R1/2
r HwR

1/2

t , (3.24)

where Rr is Mr × Mr receive correlation matrix, and Rt is the transmit
correlation matrix [Paulray et al., 2003].

1http://www.lx.it.pt/cost273/
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3.5 Receiver and Transmitter Algorithms

The choice of the MIMO scheme to apply in the system is a complex
decision. Besides the limitations imposed by the system requirements,
transceiver complexity level and its cost range, the channel propagation
characteristics, and the design of the rest of the system play an important
role. Some of the factors that have to be taken into account are the
following:

• channel knowledge:
– open loop or close loop communication, feedback rate in close

loop systems
– reliability of CSI, and robustness of algorithms to potential CSI

mismatches,
• deployment environment: picocell, macrocell, etc.
• fading correlation seen by the antenna elements on both transmit

and receive antennas,
• dispersion of the channel in time and frequency,
• application scenario.

In this section, an overview of transmitter and receiver algorithms for
STC, is given. In addition, descriptions of some beamforming algorithms
are given for the sake of completeness.

3.5.1 Spatial Diversity (SDIV)

In the presence of multiple antennas, it is possible to exploit the spatial
diversity of the channel. Spatial diversity, as time or frequency diversity,
provides a receiver with multiple copies of the transmitted symbol and
it is a method for mitigating fading over wireless channels. However, in
contrast to time and frequency diversity, exploiting spatial diversity does
not require additional time or bandwidth. In addition to diversity gain,
spatial diversity also provides array gain that is the increase of average
SNR. These benefits come for the cost of increased transmitter and re-
ceiver complexity. Receive and transmit diversity schemes are described
in the following.
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Receive Diversity

In order to exploit receive diversity gain over a SIMO link, the per-
fect channel knowledge at the receiver is needed. In order to maxi-
mize the received SNR, the receiver performs Maximum Ratio Combining
(MRC) [Proakis, 2001, Paulray et al., 2003]:

z =
√

EhHhs + hHn

=
√

E‖h‖2
F s + hHn, (3.25)

where z is the receiver output. The post-processing SNR η at the receiver
is given by:

η = ‖h‖2
F

E

N0
. (3.26)

In addition to the diversity order of the system equal to the number of
antennas at the receiver Mr, the average SNR at the receiver is enhanced
by a factor of Mr compared to the standard SISO link due to the array
gain (array gain is 10 log10 Mr) [Paulray et al., 2003]:

η = E{η} = Mr
E

N0
. (3.27)

Despite these benefits, deploying multiple antennas at the receiver is lim-
ited by the terminal size, complexity and cost. In the next section, spatial
diversity is exploited on the other side of the communication link by ap-
plying multiple antennas at the transmitter.

Transmit Diversity

Exploiting transmit diversity requires preprocessing at the transmitter.
Without any preprocessing at the transmitter, the symbol would be trans-
mitted over multiple antennas over a MISO channel:

y =
√

E

Mt

(
Mt∑
i=1

hi

)
s + n (3.28)

Since 1√
Mt

∑Mt

i=1 hi is a scaled sum of complex Gaussian variables with
unit variance, it is itself a complex Gaussian variable with unit vari-
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ance [Larson and Shubert, 1979], this technique does not provide diversity
gain [Paulray et al., 2003].

Assuming the perfect channel knowledge at the transmitter, the trans-
mitter can do preprocessing of the symbol prior to its transmission with
the weight vector w, hence the received signal can be modelled by the
following equation:

y =
√

E

Mt
hws + n. (3.29)

The weight vector, normalized to satisfy ‖w‖2
F = Mt, that maximizes the

received SNR is given in [Titus, 1999]:

w =
√

Mt
hH√‖h‖2

F

. (3.30)

This scheme is called transmit-MRC. Hence, the received signal has the
following form:

y =
√

E

Mt

(
Mt∑
i=1

hiwi

)
s + n, (3.31)

and the SNR of the received signal is:

η = ‖h‖2
F

E

N0
, (3.32)

and it is equal to the corresponding SNR in the receive diversity scheme.
This scheme is called transmit MRC [Paulray et al., 2003]. It should be
noted here that in the transmit diversity schemes presented the perfect
channel knowledge is required at the transmitter, while in the previously
presented receive diversity scheme the channel knowledge is required at
the receiver. With these assumptions, it is possible to achieve the same
diversity order and the same array gain as in the receive diversity scheme,
for Mt = Mr.

Alamouti Coding

Even when the channel is not known at the transmitter, it is possible to
exploit the transmit diversity. In this case it is necessary to code across
both space and time to achieve diversity [Larsson and Stoica, 2003].
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Alamouti coding, introduced in [Alamouti, 1998], is a transmit diversity
scheme that applies two transmit and one receive antennas, and does not
require the channel knowledge at the transmitter. This scheme attracted
a lot of attention due to its simplicity.

Two complex symbols s1 and s2 are transmitted simultaneously during
two time intervals, by the following rules:

• during the first interval, s1 is transmitted using the first antenna,
and s2 is transmitted using the second one;

• during the second interval complex conjugate simbols are transmit-
ted: −s∗2 using the first antenna, and s∗1 using the second one.

The channel transfer function for each antenna pair is assumed to be
constant during the transmission. The received signals in the first and in
the second interval have the following form:

y1 =

√
E

2
h1s1 +

√
E

2
h2s2 + n1 (3.33)

y2 = −
√

E

2
h1s

∗
2 +

√
E

2
h2s

∗
1 + n2. (3.34)

The receiver forms a rearranged signal vector y:

y =

[
y1

y∗
2

]
=

√
E

2

[
h1 h2

h∗
2 −h∗

1

][
s1

s2

]
+

[
n1

n∗
2

]
(3.35)

=

√
E

2
Heffs + n, (3.36)

where Heff =

[
h1 h2

h∗
2 −h∗

1

]
, s =

[
s1

s2

]
and n =

[
n1

n∗
2

]
. Postprocess-

ing the signal with Heff
H results in:

z = Heff
Hy =

√
E

2
‖h‖2

F s + Heff
Hn, (3.37)
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and the received SNR η per symbol is given by:

η =
‖h‖2

F

2
E

N0
. (3.38)

Hence, the Alamouti scheme does not allow for array gain; however,
it extracts a diversity order 2 (full diversity). In Section 3.5.2, Alamouti
scheme will be mentioned in the context of OSTBC.

3.5.2 Space-Time Coding (STC)

Space-Time Block Coding (STBC)

STBC is a way of mapping a set of ns complex symbols {s1, . . . , sns} onto
a matrix X = [x1 · · ·xN ] of dimension Mt × N :

{s1, . . . , sns
} �→ X, (3.39)

where the columns of matrix X are transmitted consecutively, each entry
using one of Mt transmit antennas [Larsson and Stoica, 2003].

Linear STBC

In a special class of STBC schemes, linear STBC, the mapping is linear
in symbols {s1, . . . , sns

}:

X =
ns∑

n=1

(Re(sn)An + i Im(sn)Bn) , (3.40)

where symbols An and Bn, n = 1 · · ·ns, stand for sets of fixed matri-
ces [Larsson and Stoica, 2003]. Linear STBC schemes are simple to imple-
ment, and provide good performance gains. They make only a small sub-
class of all the possible mappings {s1, . . . , sns} �→ X (nonlinear STBC ).
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Orthogonal STBC

An important subclass of linear STBC is OSTBC. It has the following
unitary property:

XXH =
ns∑
n1

|sn|2 · I, (3.41)

and achieves MtMr diversity order.

OSTBC were originally presented in [Tarokh et al., 1999a], as a re-
sponse to Alamouti coding, with motivation to achieve orthogonal design
of STBC schemes with more transmit antennas. ST codes for real con-
stellations can be designed for any number of transmit antennas, and they
can achieve the code rate 1. As for complex constellations, the maximum
code rate can be achieved with the scheme with two antennas, and that is
the case for the already presented Alamouti scheme [Tarokh et al., 1999a].

The importance of OSTBC schemes lays in decoupling the Space-Time
(ST) channel into 2ns independent and real scalar Additive White Gaus-
sian Noise (AWGN) channels [Proakis, 2001], or equivalently ns complex
AWGN channels [Larsson and Stoica, 2003].

Spatial Multiplexing (SMUX)

SMUX is a scheme where Mt independent symbols are transmitted per
symbol period, increasing the throughput in this way with the factor of
Mt; at the same time, it does not achieve transmit diversity.

Although it is not STC strictly speaking, formally it can be treated as
a linear STBC scheme by setting N = 1, ns = Mt, and {An,Bn} to the
nth column of Mt × Mt identity matrix.

With horizontal encoding, data stream is first demultiplexed into Mt

separate streams. Each stream is then independently encoded and trans-
mitted using one antenna. This scheme captures at most Mr diversity
order. With vertical encoding, data stream is first encoded, and after-
wards demultiplexed into Mt streams and transmitted over Mt antennas.
This type of encoding provides at least Mr diversity order; however it has
a drawback of the joint reception, that can be too complex.

Variations of these two basic encoding types are possible, which can
exploit diversity order of MtMr (e.g. D-BLAST [Foschini, 1996]).
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Space-Time Trellis Coding (STTC)

STTC [Tarokh et al., 1998, Tarokh et al., 1999b] are an extension of con-
ventional trellis codes to multiple-antenna systems. In an STTC scheme,
a stream of data is encoded via Mt convolutional encoders (or via one
convolutional encoder with Mt outputs) to obtain Mt streams x1, . . . , xMt

that are then transmitted via the Mt transmit antennas. These codes may
be designed to extract diversity gain and coding gain. They are effective
means of capturing diversity. However, the computational complexity for
decoding STTC increases exponentially with the number of states in the
trellis diagram [Paulray et al., 2003].

3.5.3 Receiver Algorithms

This chapter gives an overview of the SMUX receiver algorithms. Besides
noise, the problem faced by a SMUX receiver is the presence of Multi-
Stream Interference (MSI).

Maximum Likelihood (ML) Receiver

ML is the optimal receiver in the absence of channel coding. It performs
vector decoding. Assuming equally likely transmit symbols, the ML re-
ceiver chooses the vector s that solves [Paulray et al., 2003]:

ŝ = arg min
s

∥∥∥∥∥y −
√

E

Mt
Hs

∥∥∥∥∥ , (3.42)

where the search is performed over all candidate vector symbols s. This
leads to the exponential algorithm complexity with the exponent Mt.
However, methods to solve this problem by posing it as an integer least-
square problem, such as sphere decoding [Fincke and Pohst, 1985] and
Kannan algorithm [Kannan, 1983], significantly reduce the complexity.

Linear receivers are preferred due to their low complexity. They are
analyzed further in this chapter in detail, and considered throughput this
work.
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Zero Forcing (ZF) Receiver

ZF receiver uses the filter matrix GZF:

GZF =

√
Mt

E
H†, (3.43)

where H† stands for pseudo-inverse [Golub and Loan, 1989] of matrix H,
to separate the received signal into the originally transmitted streams. It
is assumed that the matrix H has full column rank, and that Mr ≥ Mt.
The output of the receiver is given by:

z = s +

√
Mt

E
H†n. (3.44)

The filter matrix nulls MSI, and transforms the matrix channel into Mt

parallel scalar channels.

The post-processing SNR ηk on the stream k is given by:

ηk =
E

MtN0

1
[(HHH)−1]k,k

, (3.45)

where
[
(HHH)−1

]
k,k

stands for the element in the kth row and kth column
of the matrix

[
(HHH)−1

]
.

ηk is a random variable, and it has been proven [Winters et al., 1994,
Gore et al., 2002] that it follows a Chi-squared distribution with Mr −
Mt + 1 degrees of freedom with the following PDF:

f(x) =

{
MtN0

E(Mr−Mt)!
e−

MtN0
E x
(

MtN0
E x
)Mr−Mt , if x ≥ 0

0 , if x < 0
(3.46)

The ergodic performance of the ZF receiver for log-normal shadowing was
investigated in [Park et al., 2007].

The ZF algorithm decomposes the channel into Mt parallel channels,
spatial subchannels, each with array gain and diversity gain proportional
to Mr −Mt +1 [Paulray et al., 2003]. It has the benefit of its low (linear)
complexity, but due to the noise amplification, it has poor performance
in the low SNR region.
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Minimum Mean Square Error (MMSE)

While the ZF receiver completely nulls MSI, and doing so amplifies the
noise, the MMSE receiver minimizes the total error. The applied filter
matrix has the following form [Paulray et al., 2003]:

GMMSE = arg min
G

E{‖Gy − s‖}, (3.47)

where E stands for the expectation. Using the orthogonality principle,
GMMSE can be derived:

GMMSE =

√
Mt

E

(
HHH +

MtN0

E
IMt

)−1

HH . (3.48)

The post-processing SNR ηk on the stream k is given by:

ηk =
1[(

E
MtN0

HHH + IMt

)−1
]

k,k

− 1. (3.49)

Al low SNR, the MMSE receiver outperforms the ZF receiver. At high
SNR, the performance of the MMSE converges to that of the ZF receiver,
also extracting Mr − Mt + 1 order diversity.

Successive Cancellation (SUC) Receivers

The main idea of SUC techniques is successive layers decoding and their
substraction from the received signal. In the basic form, the layers are
not ordered. With the ordered SUC receiver, the stream with the highest
remaining signal-to-Interference-plus-Noise Ratio (SINR) is always chosen
for the detection.

Although it promisses better diversity order then pure linear receivers,
the SUC generally suffers from the error propagation; however, the or-
dered version has significantly better performance.

In [Michalke et al., 2006] the comparison of performance of different
receiver algorithms for a number of application scenarios is given, and
it is shown that linear receivers allow achieving very good performance
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(within only 1-2 dB) compared to the advanced detection strategies.

3.5.4 Beamforming and SDMA

If the transmitter has the knowledge of the MISO channel h to its own
user, the transmit MRC or matched beamforming described in Section 3.5.1
can be applied to maximize the SNR at the receiver. However applying
beamforming techniques in combination with SDMA offers additional per-
formance gains.

SDMA [Farsakh and Nossek, 1994, Piolini and Rolando, 1999] is a mul-
tiple access scheme where conventional channel (frequency, time, code, or
their combination) can be shared among spatially separated users. Usu-
ally, in cellular environments, the base station is equipped with multiple
antennas, while the other stations are not required to have multiple an-
tennas. The base station can, applying an appropriate beamforming algo-
rithm, open multiple data pipes with users that have sufficient spatial sep-
aration, as illustrated in Figure 3.3. This increases the throughput linearly
with the number of open pipes. Besides the algorithms to generate the
adaptive antenna pattern, a big challenge of SDMA is dynamic resource
scheduling in centralized architectures [Koutsopoulos and Tassiulas, 2002,
Shad et al., 2001] and MAC algorithms in decentrally organized systems
- directional MAC protocols [Nasipuri et al., 2000, Ko et al., 2000], in-
cluding directional busy tone MAC protocol [Tobagi and Kleinrock, 1975,
Huang et al., 2002].

Applying transmit ZF, or null-steering beamformer produces nulls in up
to Mt − 1 directions, thus generating no co-channel interference to other
users. However, the weights estimated by this scheme do not maximize the
output SNR at the intended user, particularly when the intended user is
close to one of the other users. The optimal beamformer [Godara, 1997a,
Godara, 1997b] trades the signal power delivered to the intended user for
interference generated to the other users.

However, due to concentrated power in directions of intended users, in
multicell scenarios this may also produce increased interference (compared
to omnidirectional radiation) in case that the cell on the first interference
ring is in the same direction.
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Mobile
station 3

Mobile
station 1

Mobile
station 2

Base station

Figure 3.3: SDMA: base station forms an individual antenna pattern that
steers a beam in direction of the intended mobile station, mini-
mizing the interference produced to other two users
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CHAPTER 4

IEEE 802.11

Contents
4.1 Overview of IEEE 802.11-2007 . . . . . . . . . . . . . . 39

4.2 IEEE 802.11n . . . . . . . . . . . . . . . . . . . . . . . . . 47

IEEE 802.11 belongs to the IEEE 802 family of standards for Local Area
Networks (LANs), Personal Area Networks (PANs) and Metropolitan Lo-
cal Area Networks (MANs), together with 802.3 [IEEE, 2005] (Ethernet),
802.15.1 (Bluetooth), 802.16 (WiMAX), etc. The main motivation for
the work in this direction was the need for wireless Ethernet in the ar-
eas where providing wired connectivity was not easy or possible at all.
This chapter contains an overview of IEEE 802.11 standards, with special
attention payed to the (future) IEEE 802.11n standard.

4.1 Overview of IEEE 802.11-2007

In the focus of 802.11 are Carrier Sense Multiple Access with Collision
Avoidance (CSMA/CA) based WLAN standards. Since founding in 1990,
the IEEE standardization body has specified IEEE 802.11-1999 (the suc-
cessor of IEEE 802.11-1997), that was published in 1999 and reaffirmed
in 2003 [IEEE, 2003]. The standard has been followed by amendments to
the existing MAC and PHY functions.

In 2007, IEEE 802.11-1999 standard has been merged with several
amendments to IEEE Std. 802.11-2007 [IEEE, 2007c]. This revision
specifies technical corrections and clarifications to IEEE Std 802.11 for
WLANs as well as enhancements to the existing MAC and PHY func-
tions. Such enhancements include improved data link security, codified
vendor-specific extensions to the protocol, and incorporated interpretation
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requests. It incorporates Amendments 1 through 8 (802.11a, b, d, e, g, h,
i, j) including a corrigendum. An overview of the included amendments
is given in Table 4.1.

Table 4.1: Description of amendments to IEEE 802.11-1999 included in
IEEE 802.11-2007

Amendment Description

IEEE 802.11a PHY for the 5GHz UNII bands, 6 − 54Mb/s

IEEE 802.11b PHY for the 2.4GHz ISM band, 5.5 and 11Mb/s

IEEE 802.11d Specification for operation in different regulatory domains

IEEE 802.11e Enhancements for QoS

IEEE 802.11g PHY for the 2.4GHz ISM band, 6 − 54Mb/s

IEEE 802.11h Spectrum and power management enhancement to 802.11a

IEEE 802.11i Security enhancements

IEEE 802.11j Enhancement to 802.11a for

operation in 4.9 − 5.0GHz in Japan

In Figure 4.1 the relation of 802.11 to International Organization for
Standardization (ISO)-Open Systems Interconnection (OSI) protocol stack
is given [Walke, 1999]. Same as the other IEEE 802 standards, IEEE
802.11 focuses on the PHY and Data Link Layer (DLL). As the Logical
Link Control (LLC) IEEE 802.2 is applied.

The major physical components of IEEE 802.11 networks are the fol-
lowing [Gast, 2002]:

• Distribution system is a logical component used to forward frames to
their destination when several access points are connected to form a
large coverage area. The technology used by the distribution system
is not specified by the standard. In nearly all commercial products,
Ethernet is used as the backbone network technology.

• Access points perform many functions, but the most important one
is translating the IEEE 802.11 frames to the form understandable to
the rest of the network; thus they serve as wireless-to-wired bridges.

• Wireless medium is used to transmit frames. The standard and its
amendments containt several PHY specifications; they are described
in Section 4.1.2.
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Legacy 802.11 PHYs, 802.11abg,

802.11n MAC

ISO−OSI 802.11

Data Link

Network

Transport

Session

Logical Link Control − 802.2

Presentation

Application

Physical

Internet Protocol (IP)

MAC − legacy 802.11, 802.11n MAC

Transmission Control Protocol (TCP)

Figure 4.1: ISO OSI and IEEE 802.11 protocol stacks comparison

• Stations are the devices with wireless interfaces that are intercon-
nected in the presence of the wireless network. They are usually
mobile, battery operated notebooks and handheld devices, but can
also be fixed devices such as desktop computers.

The basic building block of an IEEE 802.11 network is the Basic Service
Set (BSS). There are several types of IEEE 802.11 networks, concerning
its size and structure.

• Independent networks, Independent Basic Service Set (IBSS), or ad-
hoc BSS - consist only of stations establishing direct connections
among each other.

• Infrastructure BSS have an access point in addition to the IBSS.
Stations communicate with each other via the Access Point (AP).

• Extended Service Set (ESS) is an arbitrarily large IEEE 802.11 net-
work achieved by chaining BSSs together with a backbone network.

Station mobility is supported for transmission between two APs within
an ESS, and also for transmission from one to another ESS [Gast, 2002,
Cooklev, 2004].
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4.1.1 Medium Access Control (MAC)

Access to the wireless medium is controlled by coordination functions
specified in the standard. CSMA/CA access is provided by the Dis-
tributed Coordination Function (DCF). The standard also specifies, al-
though in practice it is not used, the Point Coordination Function (PCF)
for the contention free services.

CSMA in IEEE 802.11 DCF uses CA. Colision Detection (CD) that is
applied in IEEE 802.3 is not possible due to two main reasons: for CD
full duplex connection is required, and second, the assumption that all
the station in the network can hear each other may not be true in wireless
environment.

Contention-Based Medium Access

The basis of DCF is CSMA/CA, with a random backoff procedure. A
station with a data packet to transmit draws a random number between
0 and Contention Window (CW), which determines the duration of the
backoff timer in time slots. The CW doubles after a collision, never ex-
ceeding its maximum value, and is set back to its minimum value after a
successful transfer, indicated by an Acknowledgment (ACK) frame. The
bounds of CW and time slot duration are PHY specific.

The medium access procedure is illustrated in Figure 4.2. After detect-
ing the medium free for a time interval equal to Distributed Coordination
Function Interframe Space (DIFS), the mobile station counts down the
backoff timer until it reaches zero and initiates then its transmission. If
during the countdown another station occupies the medium, all stations in
backoff interrupt their count down and defer until they detect the medium
free for at least DIFS.

The standard includes an optional Request-to-Send (RTS) - Clear-to-
Send (CTS) handshake prior to the transmission to alleviate the hidden
node problem and reserve the medium for the data transmission. A station
with a data packet, after finishing the backoff procedure, first transmits
an RTS frame. The stations which receive the RTS frame and are not its
intended receivers set their Network Allocation Vector (NAV) timers and
defer from the medium in order not to interfere with the transmission.
NAV is used for virtual carrier sensing, by forcing stations to defer from
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the medium for the duration specified in the previously received frame.
If the intended receiver of the RTS is idle and thus able to receive data,
it responds with a CTS frame, after Short Interframe Space (SIFS). Mo-
bile stations which receive the CTS set their NAV timer as well, and the
sender of the RTS can transmit its data packet after SIFS. After receiving
the CTS frame, the initiator of the transfer transmits the data packet. If
successfully received by the intended receiver, the data packet is acknowl-
edged by an ACK frame after SIFS. If the transmitted data packets are
acknowledged before the timeout, they are removed from the data queue
at the transmitter; otherwise they are retransmitted.

STA1 STA2

ACK

CTS

RTS

Frame

Figure 4.2: IEEE 802.11 DCF medium access

Interframe Spaces (IFSs)

Interframe spacing plays an important role in coordinating the medium
access, including the prioritized access. IEEE 802.11 uses four different
interframe spaces, whose values are given in PHY specifications:

• The SIFS is the shortest of all the IFSs and it is used for the high-
est priority transmissions. It is the minimum time that needs to
elapse between to successive frame transmissions. It takes into ac-
count time needed by devices to switch from the receive mode to
the transmit mode and back, MAC and PHY processing delay and
RF delay.

• The Point Coordination Function Interframe Space (PIFS) is used
by the PCF during the contention free operation, and it is equal to
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AIFS 2

AIFS1

SIFS

PIFS

DIFS/AIFS Contention window

Backoff

Backoff

BackoffEIFS

RIFS
Backoff Next frame

Slot time

Busy medium

Figure 4.3: Interframe space relationships

the sum of SIFS and one slot time.
• The DIFS is the minimum medium idle time for contention based

operation. DIFS duration is equal to the sum of SIFS and two time
slots.

• The Extended Interframe Space (EIFS) is the interval used by a
station after an error in frame reception. In order to protect the
ACK from coliding with a frame from that station, the EIFS has
the length of sum of SIFS, DIFS and the time needed to transmit
an ACK frame using the lowest mandatory PHY mode.

The relationships between the interframe spaces is illustrated in Fig-
ure 4.3. The figure explains the prioritizing of different stations as well
as the backoff procedure. Arbitration Interframe Space (AIFS) is an in-
terframe space introduced in IEEE 802.11e, and it will be discussed in
Section 4.1.3, and Reduced Interframe Space (RIFS) is the new feature of
IEEE 802.11n, described in Section 4.2.

4.1.2 PHY Specifications

The initial version of IEEE 802.11 included three PHY specifications:

• Frequency-Hopping Spread-Spectrum (FHSS),
• Direct-Sequence Spread-Spectrum (DSSS), and
• Infrared (IR) PHY.

They support data rates 1 Mb/s and 2 Mb/s.
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Three PHY related amendments followed:

• 802.11b - High Rate / Direct Sequence Spread Spectrum (HR/DSSS)
at 2.4GHz,

• 802.11a - OFDM at 5 GHz, and
• 802.11g - OFDM at 2.4 GHz

PHY is divided into two sublayers: the higher one - Physical Layer
Convergence Procedure (PLCP) and the lower one - Physical Medium
Dependent (PMD) sublayer. The Protocol Data Unit (PDU) for all PHYs
consists of a preamble and a header followed my MAC data. Preamble is
used for detection and synchronization, while header contains the infor-
mation such as data rate and length.

IEEE 802.11a

The 802.11a [IEEE, 2007c] specifies the OFDM based PHY in 5GHz band.
Operating channels in 802.11a are 20 MHz wide, with several bandwidths
and their corresponding allowed power specified for different regulatory
regions. Each channel consists of 52 subcarriers, out of which 48 are
used for data transmission, and the other 4 are pilot subcarriers. OFDM
symbol duration is 4μs, with guard time with cyclic prefix 800 ns long.

Table 4.2: MCS in IEEE 802.11a

PHY Data bits per

data rate Coding rate Modulation symbol

6Mb/s 1/2 BPSK 0.5

9Mb/s 3/4 BPSK 0.75

12Mb/s 1/2 QPSK 1

18Mb/s 3/4 QPSK 1.5

24Mb/s 1/2 16 QAM 2

36Mb/s 3/4 16 QAM 3

48Mb/s 2/3 64 QAM 4

54Mb/s 3/4 64 QAM 4.5

Maximum raw data rate is 54 Mb/s, equivalent to about 20 Mb/s net
throughput. IEEE 802.11a has its own PLCP, which, among other infor-
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mation contains the data rate. The specified data rates with the corre-
sponding Modulation and Coding Scheme (MCS) are given in Table 4.2.
Other IEEE 802.11a parameters related to the MAC functionality are
given in Table 4.3.

Table 4.3: MAC parameters in IEEE 802.11a

Parameter Value

Slot time 9 μs

SIFS 16 μs

PIFS 25 μs

DIFS 34 μs

EIFS 43 μs

Contention window size 15 to 1023

4.1.3 IEEE 802.11e

IEEE 802.11e is an amendment to IEEE 802.11 standard that defines a
set of Quality of Service (QoS) enhancements on the MAC layer.

The central enhancement of IEEE 802.11e is the new coordination func-
tion, Hybrid Coordination Function (HCF), which combines the function-
alities of both DCF and PCF. HCF introduces the concept of Transmission
Opportunity (TXOP), and provides the contention free medium access -
Hybrid Coordination Function-Controlled Channel Access (HCCA), and
contention based medium access mechanism - Enhanced Distributed Co-
ordination Function (EDCF).

IEEE 802.11e also introduces the negotiable acknowledgements (no ac-
knowledgement, no explicite acknowledgement - piggybacked acknowledg-
ment, Block Acknowledgment (BA) or positive acknowledgment), instead
of the positive acknowledgments in the original standard.

Further enhancements are traffic prioritization and parameterization.
The traffic is sorted by the priority levels associated to the traffic types
classified by IEEE 802.1D [IEEE, 2004a] into separate queues (four queues
are mandatory). Each queue is assigned different AIFS and CW size in
order to accordingly prioritize the traffic. When accessing the channel,
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contention first takes place among the queues within a station, and after-
wards on the very wireless medium.

In the network operating in infrastructure mode after legacy standard,
all communication between any two stations goes via the AP. That wastes
resources, but also degrades the performance. To deal with this issue,
IEEE 802.11e introduces Direct Link Protocol (DLP) that allows direct
links between peer stations.

4.2 IEEE 802.11n

With growing demands for the WLAN capacity, there was a need for
development of a standard that substantially increases the performance
of the existing standards. In September 2003, the IEEE 802.11n Task
Group (TGn) was established to compose a high-throughput extension
of the current WLAN standard that will increase transmission rate and
reduce compulsory overhead. The main goal was to define a new MAC
and PHY protocol that provide higher capacity, and at the same time,
allow coexistence with widely deployed legacy devices.

IEEE 802.11n [IEEE, 2007a] is an emerging standard that significantly
improves the network throughput and range. Its most important feature
is the application of MIMO technology. The standard defines extensibility
to up to four spatial streams by applying multiple antennas. It promises
100Mb/s of throughput as measured at the MAC Service Access Point
(SAP), or maximum 600 Mb/s PHY layer data rate, and up to twice the
range of IEEE 802.11g.

IEEE 802.11n is designed to operate in both the 5 GHz and the 2.4GHz
frequency bands, enabling backward compatibility for IEEE 802.11b/g/a
devices. Using channel bonding, IEEE 802.11n can form a double-width
40 MHz channel out of two legacy 20MHz channels. IEEE 802.11n uses
improved OFDM PHY compared to IEEE 802.11a/g, by applying short
guard interval of 400 ns instead of 800 ns in legacy standards.

Another important MAC feature that is added is frame aggregation.
Frame aggregation enables transmission of several frames together within
a single larger frame. This improves transmission efficiency by reducing
the relative overhead.
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A new interframe space, RIFS, is introduced. It is only 2μs long and
enables a station to retain control of the wireless channel and burst mul-
tiple successive frames by gaining prioritized medium access. It short-
ens the delay between two frame transmission and increases efficiency as
well. Low-Density Parity-Check (LDPC) codes [Gallager, 1963] are also
included in the standard.

An IEEE 802.11n device can operate in three modes:

• legacy mode - operating as an IEEE 802.11b/g/a station,
• mixed mode - operating as an IEEE 802.11n device, in the presence

of other 802.11b/g/a devices, and
• greenfield mode - operating with all the high speed features of

802.11n, without the need to protect legacy stations.

The highest capacity is achieved in Greenfield mode, where all the high-
throughput features are possible to apply.

4.2.1 MIMO Features of IEEE 802.11n

One of the MIMO features of IEEE 802.11 is transmit beamforming. In
order for a beamformer to calculate an appropriate steering matrix for
transmit spatial processing when transmitting to a specific beamformee,
the beamformer needs to have an accurate estimate of the channel that it
is transmitting over. There are two methods defined as follows:

• Implicit feedback - the beamformer receives long training symbols
transmitted by the beamformee, which allow the MIMO channel
between the beamformee and beamformer to be estimated. If the
channel is reciprocal, the beamformer can use the training symbols
that it receives from the beamformee to make a channel estimate
suitable for computing the transmit steering matrix. Generally, cal-
ibrated radios in MIMO systems can improve reciprocity.

• Explicit feedback - the beamformee makes a direct estimate of the
channel from training symbols received from the beamformer. The
beamformee may prepare CSI or steering feedback based on an ob-
servation of these training symbols. The beamformee quantizes the
feedback and sends it to the beamformer. The beamformer can
use the feedback as the basis for determining transmit steering vec-
tors [IEEE, 2007b].
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Antenna selection is also specified in the standard. That is a time-
variant mapping of the signals at the RF chains onto a set of antenna
elements, when the number of RF chains is smaller than the number
of antenna elements at a STA and/or AP. The mapping can be chosen
based on instantaneous or averaged channel state information. Antenna
selection requires the training of the full size channel associated with all
antenna elements, which is obtained by transmitting or receiving sounding
frames over all antennas. Antenna selection supports up to eight antennas
and up to four RF chains [IEEE, 2007b].

IEEE 802.11n also supports STBC, with up to 4 antennas at both the
transmitter and the receiver, supporting in this way up to four spatial
streams.

4.2.2 Frame Aggregation

IEEE 802.11n defines two types of frame aggregation: MAC Service Data
Unit Aggregation (A-MSDU) and MAC Protocol Data Unit Aggregation
(A-MPDU). The maximum aggregated frame length 65535 byte, which
compared to 2304 maximum MAC Service Data Unit (MSDU) size in the
legacy standard, is a high MAC efficiency improvement.

MSDU Aggregation (A-MSDU)

The A-MSDU frame carries multiple MSDUs with only one MAC header
common to all the MSDUs. This improves the efficiency of the MAC
layer, particularly in case of short MSDUs.

An A-MSDU is a sequence of A-MSDU subframes as shown in Fig-
ure 4.4. Each A-MSDU subframe consists of an A-MSDU subframe header
followed by an MSDU and 0-3 octets of padding (except for the last
one). The A-MSDU subframe header contains three fields: Destination
Address (DA), Source Address (SA), and Length, in the same order as
in the IEEE 802.3 [IEEE, 2005] frame format.

An A-MSDU only contains MSDUs whose DA and SA parameter val-
ues map to the same receiving and transmitting stations, i.e., all the
MSDUs are intended to be received by a single receiver, and necessarily
they are all transmitted by the same transmitter. The value of Traffic
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A−MSDU Subframe 1 A−MSDU Subframe 2 A−MSDU Subframe n

A−MSDU subframe header

Figure 4.4: Frame aggregation: A-MSDU structure

Identifier (TID) present in the QoS Control field of the MPDU carry-
ing the A-MSDU indicates the TID for all MSDUs in the A-MSDU, thus
only MSDUs with the same TID can be aggregated. On the other side,
the lifetime of the contained MSDUs may differ, and the lifetime of the
A-MSDU is equal to the maximum of these values.

The major drawback of A-MSDU is manifested under error-prone chan-
nels. By compressing all MSDUs into a single MPDU that also has larger
size which makes it more error prone, an erroneous reception has a con-
sequence that the entire A-MSDU must be retransmitted.

MPDU Aggregation (A-MPDU)

The concept of A-MPDU aggregation is to join multiple MPDU subframes
with a single leading PHY header. In contrast to A-MSDU method, in
an A-MPDU frame the individual MSDUs have their own MAC header.
Therefore, the constraint for the common TID is not relevant. However,
all the MPDUs within an A-MPDU still have to be addressed to the same
receiver station.

An A-MPDU consists of a sequence of one or more A-MPDU subframes
as shown in Figure 4.5. Each A-MPDU subframe consists of an MPDU
delimiter followed by an MPDU and 0-3 octets of padding (except for the
last one). The MPDU delimiter is 4 octets in length. The purpose of the
MPDU delimiter is to locate the MPDUs within the A-MPDU such that
the structure of the A-MPDU can usually be recovered when one or more
MPDU delimiters are received with errors.
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~ ~
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 PaddingMPDUDelimiter SignatureMPDU lengthReserved CRC

MPDU Delimiter
~ ~

~ ~

A−MPDU Subframe 1 A−MPDU Subframe 2 A−MPDU Subframe n

PHY Header A−MPDU

Figure 4.5: Frame aggregation: A-MPDU structure

The maximum length of A-MPDU 65,535 byte; an A-MPDU can consist
of maximum 64 subframes, and the subframe size must not exceed 4095
byte. Such large frame size improves the MAC efficiency, and also, in con-
trast to A-MSDU, does not require the retransmission of all the subframes
in case of an error within one frame. Instead, single erroneous A-MPDUs
can be identified to be retransmitted. It is also possible to achieve two-
level frame aggregation by packing multiple A-MSDUs into an A-MPDU
subframe [Skordoulis et al., 2008, Kuppa and Dattatreya, 2006].

Frame aggregation can increase the throughput at the MAC layer under
ideal channel conditions. However, the larger the aggregated frame size
is, the larger is the probability of erroneous reception. This also means
that a station may occupy the medium for a longer period of time. Also,
if the minimum A-MPDU/A-MSDU size is defined, the delay of internal
frames is increased. Thus, there is a tradeoff between throughput and
delay. This issue is well covered in the literature, including the the two
level combination of A-MPDU and A-MSDU and the challenges of real
working environment [Skordoulis et al., 2008, Lin and Wong, 2006].
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This chapter contains a description of the system which is analyzed
in the remaining of the thesis. An ad-hoc network of possibly multi-
ple antennas stations is assumed. The MAC protocol that is an exten-
sion to IEEE 802.11 DCF for MIMO support is in the primary focus.
There are two modes of operation of the MAC protocoal, referred to
SU-DCF [Mirkovic et al., 2007a] and MU-DCF [Mirkovic et al., 2007c].

5.1 MAC Protocol Description

MU-DCF enhances the IEEE 802.11 DCF with MIMO capability, in par-
ticular, SMUX. SU-DCF is a special case of MU-DCF, therefore a de-
scription of MU-DCF will be given first, followed by the restrictions that
apply in case of SU-DCF.

Prior to data transmissions, in the association procedure, stations share
among each other the information about their hardware capabilities.

Similarly as in the IEEE 802.11 DCF, medium access in MU-DCF is
based on CSMA/CA with a random backoff procedure and optional four-
way handshake. MU-DCF uses extended forms of RTS, CTS, and ACK -
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MIMO-RTS (M-RTS), MIMO-CTS (M-CTS) and MIMO-ACK (M-ACK)
to support frame exchange in the presence of multiple antennas. The
structure of these frames depends on the scheduling policy, and it is an-
alyzed in detail in Section 5.3. Setting the NAV timers is same as in the
IEEE 802.11 standard, as well as the usage of IFSs.

All the control frames are transmitted using a scheme that is supported
by all the stations, independently of their hardware capabilities, including
the stations with only one antenna.

The choice of the scheme used for data transmission is a system design
issue: random or adaptive antenna selection, transmit or receive diversity
or both, etc. Using schemes that increase diversity order (more receive
than transmit antennas), will increase the probability of correct recep-
tion, whereas pure spatial multiplexing increases the throughput. In case
of adaptive scheduling, the MIMO scheme used for the transmission of
data packets is selected based on the stations hardware capabilities, QoS
demands of the connection, radio propagation conditions, and current
status of the network. Choosing the MIMO scheme is the part of the
scheduler located at the transmitter that uses the feedback from the re-
ceiver as well as the connection parameters as input parameters. This is
covered in Chapter 8.

5.1.1 SU- and MU-MIMO Transmissions - SU-DCF and
MU-DCF

Whichever scheduling policy the transmitter applies, an important char-
acteristic of the choice of individual packets that build a MIMO frame is
their destination address. Thus, SU- and MU-MIMO transmissions can
be differentiated - the first term corresponds to the case where all the
packets have the common destination address, and the second one to the
case where the addresses are not necessarily same.

In ubiquitous networking, a station may communicate with more sta-
tions at a time; the first example is an AP in a WLAN, but also other
non-infrastructure connections are possible. In MIMO systems, achieving
a high network throughput becomes less critical than ensuring a timely
delivery for a specific flow. With respect to this characteristic, enabling
MU transmissions provides two important advantages:
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• under light load, the delay characteristic is improved, and
• under heavy load, the delay jitter is reduced.

With the relaxed rule that a MIMO frame does not have to be constructed
from the data packets with a common destination, the transmission could
be started earlier. Improving the delay characteristic is especially impor-
tant for applications such as multimedia streaming, Voice-over-IP (VoIP),
tele- and videoconference, interactive gaming, etc. Particularly, applica-
tions with light load would benefit from this.

However, MU transmissions have the drawback of introducing addi-
tional complexity to the system, including the medium access protocol
and frame structure changes. Thus SU is a straight-forward extension
of a SISO system, whereas MU-MIMO tries to exploit the additional de-
gree of freedom, that imposes certain challenges. Both approaches are
analyzed in this work, from the aspect of both, the performance and com-
plexity. SU-DCF will be used where referring to the protocol when only
SU-MIMO transmission is allowed.

5.2 Frame Exchange

Frame exchange during a transmission window has different form in case
of SU-DCF and MU-DCF. The two procedures are presented in Figure 5.1
and analyzed in detail in the following sections.

5.2.1 Frame Exchange in SU-DCF

In SU-DCF, the frame exchange presented in Figure 5.1(a) does not sub-
stantially differ from the standard DCF frame exchange. Instead of the
standard forms of control frames, the corresponding extended ones are
applied for MIMO support. Depending on the scheduling algorithm, the
transmitter may request the CSI feedback in the M-RTS frame. If re-
quested, the CSI is contained in the following M-CTS frame, and the
transmitter uses this information for channel adaptation The following
MIMO frame consists of packets that are all addressed to the same re-
ceiver, and the correctly received packets are acknowledged in the ACK
frame.
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STA1 STA2

M−CTS

M−RTS

MIMO Frame

M−ACK

(a) SU-DCF

STA1 STA2

M−CTS

STA3 STA4

M−CTS

M−CTS

M−RTS

MIMO Frame

M−ACK

M−ACK

M−ACK

(b) MU-DCF

Figure 5.1: Transmission of a MIMO frame

5.2.2 Frame Exchange in MU-DCF

Frame exchange following the rules from MU-DCF is presented in Fig-
ure 5.1(b). In the procedure, more then two stations are involved; besides
the station that is the source of the MIMO frame (STA1), multiple other
stations are involved as the receivers of the individual packets building
the MIMO frame (STA2, STA3, and STA4).

In the following, the additional MAC protocol functionality during a
transmission cycle in MU-MIMO scenarios are described:

• A transmission is initiated by an M-RTS frame transmission that
polls multiple receivers.

• Upon receiving the M-RTS frame, the stations that are present in
the receiver list reply with M-CTS frames. The order of replies is
implicitly determined by the receivers order in the M-RTS frame.

• Upon receiving the M-CTS frame(s), the transmitter compiles the
collected information, creates a MIMO frame and transmits it.

56



5.2 Frame Exchange

• Each station that receives the MIMO frame, checks if there is a
packet that is addressed to itself. If there is at least one such packet
correctly received, the station generates an M-ACK that contains
the information about the correctly received packets. The order of
M-ACK frames is implicitly determined by the order of data packets
of the MIMO frame.

• When the transmitter receives the M-ACK frame(s), it removes the
acknowledged data packets from the queue and, if necessary, ini-
tiates another medium access procedure for the next transmission.
Unacknowledged packets are retransmitted.

It is worth noting that if stations are polled in the M-RTS frames, it
does not necessarily mean that data packets will be transmitted to those
stations within the next MIMO frame (e.g. if their channel is in the bad
state). Moreover, a station that is not addressed in the M-RTS frame can
also be a receiver of a data packet in the transmitted MIMO frame. This
decision is made by the transmitter that does the final scheduling after
receiving the M-CTS replies.

The essential features of MU-DCF are:

• Simultaneous transmission of multiple data packets that do not nec-
essarily have a common destination - MU-MIMO.

• Alleviating the hidden station problem in MU case using M-RTS
and M-CTS frames as replies to M-RTS.

• M-ACK for selective acknowledging of correctly received data pack-
ets.

• Coexistence and interoperability of stations with different number
of antennas, including backward compatibility with single antenna
stations.

The illustarted frame exchange in MU-DCF in Figure 5.1(b) shows that
after M-RTS frame transmission, and MIMO frame transmission, several
M-CTS and M-ACK frames are successively transmitted in time. In-
stead of transmitting multiple M-CTS and M-ACK frames using TDMA,
OFDMA can be used. In that case, the set of data subcarriers is split
into subsets and each subset is allocated to one station to transmit its M-
CTS/M-ACK frame. This approach reduces the signaling overhead; the
benefits of using OFDMA signaling are discussed more in detail in Sec-
tions 7.1.3 and 8.5. Using OFDMA in “uplink” requires an accurate syn-
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chronization among the transmitting stations [van de Beek et al., 1999].

5.3 Extended Control Frame Structure

The control frames in SU-DCF and MU-DCF are extended for better
support of MIMO transmissions and they are described more in detail in
this section. Basic structure of the standard control frames is remained,
namely Frame Control, Duration and Frame Check Sequence (FCS)
fields.

M-RTS and M-CTS

In Figure 5.2 the structure of M-RTS frame is illustrated. M-RTS frame
in the SU case (Figure 5.2(a)) has the same structure as the standard RTS
frame. It contains the field Receiver Address, as well its own address
in the field Transmitter Address. In MU-DCF, M-RTS has multiple
Receiver Address field to gain the ability to poll multiple receivers.

M-RTS also includes in the preamble the training sequence for each
transmit antenna for the channel estimation (in PHY).

Frame
Control Duration Receiver Address Transmitter Address FCS

2 byte 2 byte 6 byte 6 byte 4 byte

(a) M-RTS in SU-DCF (this is the standard RTS frame)

~ ~
~ ~

Frame
Control Duration Transmitter Address FCS

2 byte 2 byte 6 byte 4 byte

n x Receiver Addresses

n x 6 byte

(b) M-RTS in MU-DCF

Figure 5.2: M-RTS frame structure

The M-CTS frame does not differ in case of SU-DCF and MU-DCF.
However, there are still two versions of the frame. The basic M-CTS (Fig-
ure 5.3(a)) has the same structure as the standard CTS frame. Only the
receiver address of the frame is needed, since the station that transmitted
M-RTS can identify the station that transmitted the M-CTS frame by the
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used resources: time in case of TDMA signaling, or subcarriers in case of
OFDMA signaling.

In case that channel adaptive scheduling is applied in the system, the
M-CTS contains the CSI feedback. The length of that field depends on the
number of antennas, applied scheduling and MIMO scheme that determine
the type of CSI needed.

FCS

4 byte

Frame
Control Duration Receiver Address

2 byte 2 byte 6 byte

(a) Basic M-CTS (this is the standard CTS and ACK frames)

FCS

4 byte~ ~
~ ~

Frame
Control Duration

2 byte 2 byte 6 byte

Receiver Address Channel State Information

(b) M-CTS with CSI feedback

Figure 5.3: M-CTS frame structure

The transmitter collects the CSI from the polled stations and makes the
decision about which MIMO scheme should be used and which packets
are scheduled for the next transmission, taking into account, additionally,
the QoS requirements of each connection.

M-ACK and ARQ

The standard ACK frame has the same structure as the standard CTS
frame presented in Figure 5.3(a). In addition to these fields, M-ACK
presented in Figure 5.4 contains a new field for selective acknowledgments.
It can be a bitmap, but also a field with encoded information.

Data transmission can be followed by several M-ACK frames, depending
on the number of distinct receivers of the transmitted MIMO frame. When
the transmitter receives an M-ACK frame, it reads the information about
the outcome of the previous data transmission, and removes the correctly
received packets from the queue. If an expected M-ACK frame is not
received, after a timeout data will be retransmitted.

Thus, in contrast to IEEE 802.11 DCF that applies the plain positive
acknowledging, in MU-DCF and SU-DCF selective acknowledging is the
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FCS

4 byte~ ~
~ ~

Frame
Control Duration

2 byte 2 byte 6 byte

Receiver Address ARQ Bitmap

Figure 5.4: M-ACK frame structure

ARQ mechanism applied.

5.4 MIMO Frame Size

As MU-DCF and SU-DCF have been described, each antenna is always
active and transmits a single packet. The main performance gain of MU-
DCF is the increased system capacity. If trying to keep high channel
efficiency (by using all the available spatial streams), stations must wait
to have enough packets to transmit over all available spatial channels.
That may increase delay under light load: the packet that arrives first
into the queue waits in the queue for a time duration that for some ap-
plications (such as VoIP) might be too long, and it could be dropped at
the transmitter instead of transmitting it.

By allowing the transmitter to initiate the transmission earlier, before
the MIMO frame is filled, applications with low data rate, but very strict
delay requirements, such as VoIP, or interactive gaming become feasible.
This approach would produce another problem: under heavy load, channel
utilization and total system capacity would decrease, and the stations with
heavy load may suffer. In case of many stations with low load and only
a few of them with high load, the stations with high load will not have
enough chance to access the channel, because the users with light load
would be occupying it all the time, possibly with low channel utilization.

Fragmenting packets to transmit fragments over different spatial streams
is another option to reduce waiting time in buffers. However, applications
with strict delay requirements, typically, have very short packets, thus the
reduction of the transmission window by fragmentation will be small and
the efficiency will not change much.

Therefore, a mechanism is needed to delay the transmission of packets:

• as much as possible, to fill the MIMO frame and thereby increase
the channels utilization, and also decrease the number of channel
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access events, and
• not too long, to avoid packets running into delay timeout.

Building MIMO frames can also be seen as a way of packet aggregation
that has been extensively covered in the literature. The optimum packet
size in IEEE 802.11 DCF in ideal and error-prone channel conditions under
a saturated traffic model to maximizes throughput has been investigated
in [Yin et al., 2004]. The authors found that longer packets are preferred
by better channels, and the optimal packet length does not change with
the number of contending nodes.

In [Ci and Sharif, 2005], variable packet size and variable data rate
schemes for goodput enhancement is proposed. Two optimal packet size
predictors are proposed: a goodput regulator to maintain the committed
goodput for non-greedy applications and an optimal packet size predic-
tor for maximizing goodput for greedy applications. A data rate drafting
scheme and develop a variable size and variable rate (VSVR) scheme for
further goodput improvement are also proposed. With extensive simula-
tion results it is shown that the proposed algorithm can double the channel
goodput.

The impact of frame aggregation in IEEE 802.11n networks has also
been analyzed in [Lin and Wong, 2006]. Larger frames decrease the rel-
ative overhead, but increase the delay for other stations, and in case of
frame error, retransmissions might cost a lot of the capacity. The authors
propose an optimal frame size adaptation algorithm for error-prone chan-
nels. However, they do not account for the QoS requirements of particular
applications.

The decision whether a station should wait for more frames to be gen-
erated or should immediately start a transmission could be made by mod-
ifying a backoff algorithm that would take the following parameters into
account:

• predicted own offered load,
• the traffic load to the network,
• success rate of previous frame transmission,
• experienced waiting time, frame lifetime and their relation, etc.

Algorithms like these are out of the scope of this work. In the remaining
of this work, if not stated differently, it is assumed that the number of
transmitted frames is the same as the number of active transmit antennas.
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5.5 MU-DCF, SU-DCF and IEEE 802.11n

When it comes to MIMO capable WLANs, one thinks of IEEE 802.11n.
The main difference of MU-DCF compared to the IEEE 802.11n is the
capability of MU-MIMO transmissions. It should be noted that in the
comparison of MU-DCF with IEEE 802.11n presented later, in order to
provide fair comparison, not all the options of the IEEE 802.11n are ac-
tivated (such as Block Acknowledgment (BA), link adaptation, 40 MHz
channel bandwidth etc.). The same options would improve the perfor-
mance of MU-DCF in the same manner as well.

Therefore, the performance of SU-DCF that supports only SU-MIMO
transmission, can be seen as a reference corresponding also IEEE 802.11n.

5.6 Evaluation Tools

The remaining of the thesis presents the performance analysis of the de-
scribed systems on link and system levels.

For system level performance evaluation, besides mathematical models
and Monte Carlo simulations, the simulator MACNET2 is used. MAC-
NET2 is an event driven simulation tool developed at the Chair of Com-
munication Networks, RWTH Aachen, for the performance evaluation of
HiperLAN/2 and IEEE 802.11 MAC protocols. A more detailed descrip-
tion is given in Appendix A.
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In this chapter a physical layer analysis of SU-/MU-DCF is given. An
analysis given in [Mirkovic et al., 2006] has been extended to second order
statistics, and besides the ZF receiver, the MMSE algorithm is also inves-
tigated. The primary concern of the analysis is the PHY performance, i.e.
gain obtained by different MIMO schemes compared to the SISO system,
post-processing SNR distributions as well as the achievable bitrates.

6.1 Post-Processing SNR Analysis

In this section, post-processing SNR is analyzed in detail. For the selected
set of antenna configurations:

• 1 × 1 antenna,
• 1 × 4 antenna,
• 2 × 4 antenna, with ZF receiver and with MMSE receiver, and
• 4 × 4 antenna, with ZF receiver and with MMSE receiver,

the average values of post-processing SNR are analyzed, and the impact
of additional antennas is studied. Finally, for fixed antenna configurations
the order statistics of post-processing SNR is evaluated.
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6.1.1 Average Post-Processing SNR Analysis

Throughput this chapter, the signal models, channel models and propaga-
tion conditions introduced in Section 3.2.1 are used. The receiver has the
perfect channel knowledge. It is assumed that the total transmit power is
constant for all the schemes, irrelevant of the number of antennas. Each
antenna is transmitting with an equal fraction of the avaliable power. The
total average SNR is equal to the link budget divided by the noise power
at the receiver.

In case of 1 × 1 antenna system, the MMSE receiver is applied; its
performance is the same as that of the ZF receiver, and they both after
detection give the ML receiver performance. In case of one transmit and
more receive antennas, the MRC receiver is applied (both, MMSE and ZF
receivers reduce to MRC in case of one transmit antenna).

Impact of Additional Antennas on Average Post-Processing SNR

Multiple antennas at the receiver are a necessary prerequisite for spatial
multiplexing - at least as many as transmit antennas are needed. Addi-
tional ones can be used to exploit the array and diversity gain. In this
section the following analysis is presented: signals from i transmit anten-
nas are received with i receive antennas, and it’s performance is compared
with the post-processing SNR extracted by Mr = i + 1, i + 2, ... antennas
(with i = 1, 2, 3, and Mr ≤ 4).

In Figure 6.1 the 1 × 1 antenna link is compared to receive diversity
schemes with MRC receiver with 2, 3 and 4 antennas. For single antenna
link, the average post-processing SNR is equal to the input SNR. Since
there is no inter-stream interference, the gain is constant for both low and
high SNR region, and takes values 3 dB, 4.8 dB, and 6 dB for 2, 3 and 4
antennas at the receiver, which is in accordance to formula 10 log10 Mr

(Section 3.5.1).

In Figures 6.2 and 6.3 the results of comparison of 2×2 and 3×3 links,
for both ZF (dashed line) and MMSE receivers (solid line) are presented.
It can be noticed that the average post-processing SNR in case of the same
number of receive and transmit antennas is lower then the average input
SNR, since the transmit power per antenna is only a fraction of the total
transmit power, and array gain is 10 ∗ log10(Mr − Mt + 1) = 0. Adding
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Figure 6.1: Average post-processing SNR for one spatial stream with 1, 2,
3 and 4 antennas at the receiver
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Figure 6.2: Average post-processing SNR for two spatial streams with 2, 3
and 4 antennas at the ZF and MMSE receiver

more antennas at the receiver side again improves the performance, for
both MMSE and ZF receivers.
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Figure 6.3: Average post-processing SNR for three spatial streams with 3
and 4 antennas at the ZF and MMSE receiver

Another observation that can be made is the difference in performance
of the two receivers, which is decreasing with the number of antennas and
input SNR. As a consequence, additional antenna at the receiver side gives
more benefits to the ZF receiver, although MMSE receiver outperforms
it.

In the analyzed three figures (6.1, 6.2 and 6.3), it has been shown
that due to the lower power per transmit antenna, when more of them
are present, but also due to the multiple stream interference, the post-
processing SNR reduces with the number of transmit antennas (which
corresponds to the number of streams) and grows with the number of
receive antennas. Diversity schemes perform better in the sense of post-
processing SNR level, but multiplexing schemes perform better in terms of
multiplexing gain, since multiple data pipes are open between the trans-
mitter and the receiver. An analysis that takes into account this aspect
is given in Section 6.2.
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Figure 6.4: PDF of post-processing SNR for 5 dB and 30 dB input SNR with
MMSE receiver

6.1.2 Distribution of Post-Processing SNR

In Figure 6.4 distribution of post-processing SNR with the MMSE receiver
is illustrated for low SNR region at 5 dB and high SNR region at 30 dB
with different number of spatial streams. It can be seen that the post-
processing SNR has the lowest variance in case of one spatial stream, and
it gradually increases with additional antenna. Also, the post-processing
SNR in low SNR region with more spatial streams has lower variance than
in high SNR region. That is the characteristic of the MMSE receiver; ZF
has the same performance independently of SNR.

Since post-processing SNR is a random variable, it is interesting to
see for a given channel realization, what is the standard deviation of the
corresponding post-processing SNR values, calculated from:

σ =

√√√√ 1
Mt

Mt∑
i=1

(ηk − η)2, η =
1

Mt

Mt∑
i=1

ηk (6.1)

where ηk is the post-processing SNR on stream k. It should be emphasized
that this is not the standard deviation of post-processing SNR on a stream
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over multiple channel realizations, but it is a measure of deviation among
post-processing SNRs for a fixed channel realization.

Figure 6.5 shows the standard deviation in case of 2×4 and 4×4 antenna
configurations with the MMSE receiver at 5 dB and 30 dB SNR. Standard
deviation declines when the number of spatial streams is reduced. It can
also be seen that with 4 transmit antennas the standard deviation is higher
at higher SNR level; this is a property of the MMSE receiver. The ZF
receiver performance is SNR independent. With only two active antennas
the difference of performance at 5 and 30 dB is minor. Median value with
4 spatial streams at 5 dB SNR is 2 dB and 2.5 dB at 30 dB SNR, whereas
with 2× 4 is about 1 dB for both SNR levels. The performance of the ZF
receiver coincides with the performance of the MMSE receiver at 30 dB.
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Figure 6.5: CDF of post-processing SNR standard deviation

6.1.3 Post-Processing SNR Order Statistics

In this section, the distribution of post-processing SNR order statistics is
analyzed. Since ZF and MMSE receive algorithms give differing perfor-
mance in the high and low SNR region, the analysis has been performed
for two average SNR levels: 5 dB and 30 dB.
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6.1 Post-Processing SNR Analysis

After applying the receiver algorithm, the post-processing SNR values
are sorted in the array {ppSNR(1), ...,ppSNR(Mt)} so that for each i, j, i <
j it applies: ppSNR(i) ≤ ppSNR(j), and their PDF was measured.

Over the 1× 1 and 1× 4 antenna links there is only one spatial stream,
hence there is only one post-processing SNR to evaluate; PDF of post-
processing SNR in these two cases is plotted in Figure 6.6.
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Figure 6.6: Post-processing SNR distribution over 1 × 1 and 1 × 4 antenna
link, for 5 dB and 30 dB input SNR

There is a significant difference in performance of the two links. First,
the average value of the post-processing SNR over SIMO link (1 × 4) is
higher than for the SISO link (as shown in the previous analysis). Another
important observation can be made, and that is that the variance of the
post-processing SNR is smaller, due to the presence of diversity. This
can be interpreted as the lower uncertainty of the received signal, which
appears not to depend on the SNR level.

In Figures 6.7 and 6.8 the results are presented for 4 × 4 antenna link
with ZF and MMSE receiver. ZF has the same performance indepen-
dently of the SNR level, also equal to the performance of MMSE in high
SNR region. On the other hand, in low SNR region, MMSE does not am-
plify noise like ZF, and therefore the post-processing SNR order statistics
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Figure 6.8: Post-processing SNR order distribution with MMSE receiver over
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achieve higher average value and, in addition, lower variance.
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In Figure 6.9 the post-processing SNR order distributions for the MMSE
receiver over 2 × 4 antenna link are plotted. The diversity order in this
case is 3. The MMSE receiver performs similarly in low and high SNR
region, and corresponds to that of the ZF receiver. The difference in
performance of MMSE and ZF illustrated for the 4 × 4 antenna link in
Figures 6.7 and 6.8 is significantly reduced with the presence of spatial
diversity.

6.2 Gross Bitrate Analysis

The hitherto analysis in this chapter was focused on the achievable post-
processing SNR with different antenna configurations. In the follow-
ing analysis, the focus is on the achievable gross bitrate that this post-
processing SNR can be translated to. In other words, it will include the
multiplexing gain that can be exploited on the link level.

Multiple antennas can be flexibly used to exploit array, diversity and
multiplexing gain. By opening multiple data pipes referred to as spa-
tial streams, the link throughput can be increased. Very important is
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also the ability to effectively increase the receive SNR (post-processing
SNR), which can be then translated into increased network coverage; or
to decrease Packet Error Rate (PER), since a high PER may cause many
retransmissions extending packet delay on higher layers. Using less spa-
tial streams than available can effectively lead to increased throughput on
higher layers, although the bitrate on the PHY may decrease.

In the following gross bitrate analysis, perfect channel state information
at both receiver (for correct reception) and transmitter (for the perfect
link adaptation) is assumed.

Achievable gross bitrate for the schemes analyzed in Section 6.1 at 5 dB
and 30 dB SNR are plotted in Figure 6.10. The transmitter applies a
perfect link adaptation, choosing among BPSK, QPSK, 16-QAM and 64-
QAM so that Bit Error Rate (BER) is lower than 10−3 for the particular
channel realization and post-processing SNR. The modulation is chosen
for each stream, independently. In the first case, 5 dB SNR, the highest
bitrate can be achieved using one spatial stream with 4 receive anten-
nas (1 × 4). Since the SNR is low, diversity is necessary to increase the
post-processing SNR. Somewhat worse performance is achieved with two
spatial streams, while with 4 spatial streams and four receive antennas, as
well as over a single antenna link, the gross bitrate is almost zero. It can
also be seen that the superior performance of the MMSE receiver with
regard to post-processing SNR is also reflected by the achievable gross
bitrate.

Unlike gross bitrate at 5 dB, at 30 dB SNR gross bitrate is proportional
to the number of available spatial streams. Since the minimum SNR for
the highest modulation, corresponding to 72 Mb/s is well below 30 dB, in
most cases it is chosen by the link adaptation algorithm, thus with four
spatial streams gross bitrate is 4 · 72 Mb/s= 288 Mb/s. It should also be
noted that the difference between ZF and MMSE receiver algorithms is
negligible.

In Figure 6.11 gross bitrate analysis is extended to the SNR values
from 0dB to 40 dB. The figure illustrates that the diversity is necessary
to improve the link quality in the low SNR region, and at the same time
it does not bring much benefit when the channel is already good, in the
high SNR region.

When applying multiplexing in the high SNR region, the throughput is

72



6.2 Gross Bitrate Analysis

 0

 50

 100

 150

 200

 250

 300

1x1
1x4

ZF, 2x4

M
M

SE, 2x4

ZF, 4x4

M
M

SE, 4x4

G
ro

ss
 b

itr
at

e 
[M

b/
s]

5dB
30dB

Figure 6.10: Gross bitrate achievable over different MIMO links at 5 dB and
30 dB SNR

 0

 50

 100

 150

 200

 250

 300

 0  5  10  15  20  25  30  35  40

G
ro

ss
 b

itr
at

e 
[M

b/
s]

SNR [dB]

ML, 1x1
MRC, 1x4

ZF, 2x4
MMSE, 2x4

ZF, 4x4
MMSE, 4x4

Figure 6.11: Gross bitrate achievable over different MIMO links vs. SNR

directly proportional to the number of spatial streams. On the other hand,
it decreases the bitrate when the SNR is low: although having double, or
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four times more spatial subchannels available (in this example), the BER
raises so much that the bitrate on individual spatial subchannels has to
be significantly reduced, or no transmission is possible at all.

The shape of the curves in Figure 6.11 looks very similar to the bitrate
of different PHY modes vs. SNR level to determine the switching points
for a link adaptation algorithm. Similarly, from this figure the switching
points between different antenna configurations can be directly read.

This figure also indicates that the spatial dimension also has to be taken
into account when doing MIMO link adaptation. This topic is the focus
of Section 8.

It is worth noting that the used resources and complexity of these
schemes are diverse: as for resources - it is not meant bandwidth or trans-
mit power only, but also antennas, RF units, battery capacity (power
spent for signal processing should not be underestimated), and the re-
ceiver algorithm complexity. These are also parameters that influence the
system design.
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In this chapter system level performance of MU-/SU-DCF is analyzed,
in particular saturation throughput, fair medium access provision and
delay characteristic. Special attention is payed to the difference in per-
formance of SU and MU transmission policies. Also, the impact of the
traffic characteristic on the system level performace is studied.

Throughout this chapter, a 4 × 4 antenna configuration is assumed.
The transmitter does not have the channel informations, hence channel
adaptation is not applied and MIMO scheme as well as the PHY mode
are fixed. The purpose of this evaluation is to estimate the behavior,
characteristics and performance limits without taking into account the
effect of radio propagation; afterwards, in Chapter 8, the impact of an
error prone channel is studied. Parts of this chapter have been published
in [Mirkovic and Walke, 2008b].

7.1 MIMO Frame Structure

As introduced in Chapter 5, MIMO frame refers to a set of data packets
that are simultaneously transmitted over multiple antennas. The number
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7 System Level Analysis with Uninformed Transmitter

of ACK frames that are following data transmission depends on the num-
ber of distinct receivers of the MIMO frame d. If only SU transmission is
allowed, the number of distinct receivers is one, and the frame exchange
has always the same structure. If MU transmissions are allowed, then
the frame exchange has an unsteady structure. The number of distinct
receivers d of a MIMO frame depends on the number of established con-
nections, but also on the traffic type.

7.1.1 Load Generators

In this analysis load generators with the following packet interarrival time
distributions are analyzed:

• constant packet interarrival time,
• exponential distribution of packet interarrival time, with the follow-

ing PDF:

fexp,X(x, λ) =

{
λe−λx , if x ≥ 0

0 , if x < 0
, (7.1)

where λ is the rate parameter;
• hyper-exponential distribution with Coefficient of Variation (CoV)

cv = 2 and 5.

Hyper-exponentially distributed variable X has the following PDF:

fhyper-exp,X =
n∑

i=1

pifexp,Yi
(y, λi), (7.2)

where Yi is an exponentially distributed random variable with rate λi,
and pi is the probability that X will take the form of the exponential
distribution i. In this work, two-phase hyper-exponential distributions are
applied, with parameters (rate parameters λ0 and λ1, and the probabilities
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7.1 MIMO Frame Structure

p0 and p1) obtained using the following equations [Law and Kelton, 2000]:

p1 =
1
2

[
1 +

√
cv2 − 1
cv2 + 1

]
, (7.3)

p0 = 1 − p1, (7.4)
λ0 = 2p0λb, (7.5)
λ1 = 2p1λb, (7.6)

where λb is the scaling rate parameter that can be used to change the rate
of the hyper-exponential distribution.

For this analysis only the order of packets in the presence of multiple
connections is relevant, and not the absolute rate, hence the scaling rate
parameter λb can be set to any value. With λb = 1, the parameters take
following values:

cv = 2 : p0 = 0.112702, p1 = 0.887298,

λ0 = 0.225403, λ1 = 1.7746; (7.7)
cv = 5 : p0 = 0.0196155, p1 = 0.980384,

λ0 = 0.0392311, λ1 = 1.96077. (7.8)

7.1.2 Distinct Receivers of a MIMO Frame

An AP that establishes a number of (downlink) connections to its stations
is observed. All the connections are characterized by the same packet size
and packet interarrival time distribution. It is assumed that all generated
packets from all the connections have the same priority, and therefore
they are transmitted following global FIFO order.

In Figure 7.1 the number of distinct receivers d of a MIMO frame of
size 4 is plotted vs. number of established connections for different traffic
types, characterized by different distributions of packet interarrival time.

Constant Packet Interarrival Time

In case of constant packet interarrival time, the MIMO frame structure
is deterministic and repeats in cycles, because the packets from different
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Figure 7.1: Number of distinct receivers of a MIMO frame of size 4 for different
traffic types

sources always appear in the same order in the data queue. When the
number of connections is less than 4, some receivers will be addressed
more then once within a MIMO frame. As soon as the number of connec-
tion becomes greater or equal 4, the AP will operate in pure MU mode.
Mathematically formulated, the number of different receivers d takes the
following value:

E[d] = min(n − 1, 4) = min(m, 4), (7.9)

where E[·] stands for expectation, n is the number of stations in the system,
and m = n − 1 is the number of established connections.

Poisson Load - Exponential Distribution of Packet Interarrival Time

In case of Poisson load, since the packet interarrival time is a random
variable with exponential distribution, the order of packets in the queue
is not deterministic. The traffic is more bursty, thus also with a large
number of connections the probability of pure MU operation is not 1.
Therefore, the probabilities of different MIMO frame structures have to
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be considered.

The probability of the event that the MIMO frame contains packets for
i distinct receivers is given by the following equations:

P (d=1) =
(

m

1

)
4!/4!

m4
; (7.10)

P (d=2) =
(

m

2

)
4!/1!·3! + 4!/2!·2! + 4!/3!·1!

m4
; (7.11)

P (d=3) =
(

m

3

)
4!/1!·1!·2! + 4!/1!·2!·1! + 4!/2!·1!·1!

m4
; (7.12)

P (d=4) =
(

m

4

)
4!/1!·1!·1!·1!

m4
; (7.13)

P (d>4) = 0. (7.14)

The binomial coefficients in previous equations account for the number of
different ways to select d different receivers out of m = n−1 possible ones.
Given the number of connection m, the probability that the Head-of-Line
(HoL) is addressed to a specific receiver is 1

m , owing to the memoryless
property of the exponential distribution. Therefore the division by factor
m4.

All the permutations should be counted (numerators), but taking into
account that the permutations of packets differ only if the particular re-
ceivers differ, independently of the frame sequence number; the denomi-
nators of the “small” fractions in numerators account for this effect.

With the convention that
(
n
k

)
= 0, if n < k, the above formulas apply

for m < 4 as well.

Using the probability mass function P (d), the average number of distinct
receivers is calculated with the following formula:

E[d] =
4∑

i=1

iP (d=i). (7.15)

The average number of distinct receivers E[d] when assuming Poisson load

79



7 System Level Analysis with Uninformed Transmitter

has been plotted in Figure 7.1. Independently of the number of connec-
tions, the average number of distinct receivers in case of Poisson load is
always smaller than that of constant packet interarrival time, but asymp-
totically approaches that value. Although the traffic is bursty, d increases
with the number of stations, since in that case the probability that the
bursts happen simultaneously and get mixed in the data queue grows.

Hyper-Exponential Distribution of Packet Interarrival Time

The number of distinct receivers of a MIMO frame for the traffic with
hyper-exponential distribution of interarrival time has been obtained by
simulation. Data packets from a number of connections are generated with
the packet interarrival time distribution parameters given by Equ. (7.7)
and (7.8). The packets are put into a global FIFO queue and combined
into MIMO frames.

The average number of distinct receivers is further reduced, since d
decreases as the CoV grows. Therefore d has the highest value with con-
stant packet interarrival time, decreases under Poisson load (cv = 1),
and decreases even more under load with hyperexponentially distributed
interarrival times.

As the traffic becomes more bursty, the AP is more likely to operate in
SU mode. This reduces the duration of the transmission window because
the signaling overhead is smaller (particularly if TDMA is used for sig-
naling), but it may also deteriorate the delay characteristic, as shown in
the following sections of this chapter.

7.1.3 Overhead estimation

In the description of MU-DCF frame exchange in Section 5.2.2, it was
noted that, compared to SU-DCF, MU-DCF experiences higher overhead,
that increases with the number of stations involved in the MIMO frame
transfer. Using OFDMA instead of TDMA for simultaneous transmission
of control frames is a means for decreasing this overhead. In this section
the overhead evaluation of these two approaches is done.

The overhead is illustrated on an example with a transmitting station
with 4 connections. For each connection, 4 packets are generated at the
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same time and put into the data queue. All the stations have 4 antennas,
and 4 × 4 multiplexing is applied. The time needed to transmit these
packets without taking backoff duration into account is the following:

• SU approach − each MIMO frame consists of the packets for one
receiver only:

TSU = 4 · (TDIFS + TM-RTS1 + TSIFS + TM-CTS+
TSIFS + TData + TSIFS + TM-ACK) (7.16)

• MU approach − each MIMO frame consists of one packet for each
receiver:

TMU = 4 · (TDIFS + TM-RTS4 + 4 · (TSIFS + TM-CTS)+
TSIFS + TData + 4 · (TSIFS + TM-ACK)) (7.17)

The transmission clearly lasts longer in the MU case than in SU case.
However, unlike with MU, with SU the average delay a station experiences
depends on the position of the station’s packets in the queue: the station
that is last to receive its packets, experiences the longest delay. For some
stations such long delay might not be acceptable; particularly if between
these transmissions other stations of the network occupy the channel.
With MU transmission all the stations experience the same average delay.

In the previous analysis, it was assumed that at the frame start all the
four packets addressed to the four stations were already generated. When
that is not the case, in SU case the transmitter has to wait at least as long
as in MU case for enough packets to be generated for the defined MIMO
frame length. Particularly in case of applications with low offered load
and high delay sensitivity, this waiting time may easily exceed the packet
lifetime. Otherwise, sending immediately what is present in the queue
in the SU mode might often mean transmitting a single spatial stream,
which effectively means increasing the overhead. Last but not least, in
case of light load, MU transmission will improve the delay characteristic.

Since most of the overhead introduced by the MU signaling comes from
SIFS durations between each two consecutive frames and from preambles,
using OFDMA to transmit M-CTS and M-ACK frames instead of using
Time Division Multiple Access (TDMA) might be beneficial, since then
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SIFS for different stations before accessing the channel runs in parallel,
and at the same time the duration of the control frames is not increased
linearly. In MIMO systems it is also possible to apply spatially multi-
plexing, but since no channel knowledge at the transmitter is assumed in
this Chapter it would require some blind multiuser detection; however for
control frames a robust channel is very important. Another option would
be acquiring the channel knowledge, but that might take more resources
than transmitting M-CTS and M-ACK frames themselves using TDMA.

In an OFDM system (which is assumed in this work), using OFDMA
to transmit M-CTS and M-ACK frames would require good synchroniza-
tion among stations and it would bring smallest increase of system com-
plexity (compared to other multiple access schemes such as Code Divi-
sion Multiple Access (CDMA) or Multi-Carrier Code Division Multiple
Access (MC-CDMA) that would have similar effect on the protocol per-
formance).

By using �Ns/m� subcarriersto form a subchannel, where Ns is the
number of available subcarriers in OFDMA, M-CTS and M-ACK are less
than m times longer compared to the case of using all the available sub-
carriers. The reason is that these frames do not carry much information,
and their major part is the preamble on PHY layer. Duration of M-CTS
(without the CSI field) is illustrated in Figure 7.2 for different PHY modes
when the number of parallel stations is 1, 4 and 10. It can be seen that
particularly with higher PHY modes the described effect applies: e.g. at
6Mb/s M-CTS frame lasts 44 μs when transmitted by a station using
the whole channel, and 244μs when transmitted with 9 other stations in
parallel; at 54 Mb/s these durations are 24μs and 48 μs respectively.

Times TTDMA
M-CTS,m and TOFDMA

M-CTS,m needed to transmit m M-CTS frames
in TDMA and in OFDMA is given by the following expressions:

TTDMA
M-CTSm

= m · (TM-CTS1 + TSIFS) , (7.18)

TOFDMA
M-CTSm

= TM-CTSm + TSIFS, (7.19)

where TM-CTSm
is the time needed to transmit an M-CTS frame using

�1/m�. With each additional station the overhead is introduced not only
by the duration of the M-CTS frame, but also by the duration of SIFS.

In Figure 7.3 overhead introduced with TDMA and OFDMA signaling
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is presented in case of basic medium access and when using M-RTS/M-
CTS. It takes into account the control frames duration, as well as the
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necessary IFSs, but not the backoff interval. M-CTS does not include the
CSI feedback, while M-ACK includes 2 byte for selective acknowledgment
bitmap.

The figure illustrates faster growth of the overhead in case of TDMA
signaling − from 74 μs with 1 station to 434 μs with 10 stations (with basic
medium access). When applying OFDMA signaling the overhead changes
from 74 μs to 98 μs respectively. This makes TDMA practically unusable
for this type of transferring data packets, at least when the number of
multiusers is high, since it limits the network capacity, as shown in the
next section. However, OFDMA also has a drawback of increased system
complexity, in particular achieving the synchronization among stations.

7.2 Throughput Study

IEEE 802.11 networks tend to become unstable as the offered load grows:
the carried load follows the growing offered load up to the maximum
throughput, and afterwards declines, because of increasing number of col-
lisions, which consequently impacts the average duration of the exponen-
tial backoff procedure. This behavior has been widely investigated, see e.g.
[Ziouva and Antonakopoulos, 2002, Bianchi, 1998]. In [Bianchi, 2000]
Bianchi proposed a simple and accurate model based on two-dimensional
Markov chains for performance analysis of IEEE 802.11 networks in sat-
uration. An alternative derivation together with the correction of the
model was presented in [Bianchi and Tinnirello, 2005].

This section has the following structure: in the first part, the main
results of the analysis published in [Bianchi and Tinnirello, 2005] are pre-
sented, since they are used for the analysis of the MIMO supporting ver-
sion of the system, SU-DCF and MU-DCF, as presented in the second
part of this section.

7.2.1 Throughput Analysis of IEEE 802.11 DCF in
Saturation

Throughout the analysis, ideal channel conditions are assumed: i.e. er-
roneous frame receptions happen only as a consequence of collision of
multiple frames, and not because of low SNR. A fixed number of stations
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n is assumed, whose data queues are never empty. All the stations can
hear each other, thus hidden and exposed station problems do not occur.

A discrete integer time scale is adopted, where t and t + 1 correspond
to the beginning of two consecutive time slots. The backoff time counter
b(t) is decremented at the beginning of each time slot. These virtual time
slots do not correspond to slot durations defined by standard. Also, the
adopted time scale does not correspond to the real time. Since the backoff
time counter is stopped when the channel is sensed busy, the time slot of
the discrete time scale used can cover the duration of several consecutive
transmissions, and contains an additional idle backoff slot at the end of a
transmission or collision.

The key approximation that enables the modeling is the assumption
of constant and independent collision probability p of a packet transmit-
ted by each station, regardless of the number of retransmissions already
suffered. This assumption becomes more accurate for a large number of
stations in the network [Bianchi and Tinnirello, 2005].

The following notation is adopted:

• CW0 = CWmin − 1, where CWmin is the minimum contention win-
dow size,

• i = 1 · · ·R is a backoff stage, which is a number of retransmission
suffered by HoL packet,

• CWi = min(2i · (CW0 + 1) − 1, CWmax), i = 1 · · ·R,
• b0, b1, etc. are random variables drawn from intervals (0, CW0),

(1, CW1), etc.

Probability of Transmission τ

If TX is the event that a station is transmitting a frame during a time slot,
and s=i the event that the station is found in backoff stage i, i = 0 · · ·R,
according to Bayes theorem, it applies:

P (TX)
P (s=i|TX)
P (TX|s=i) = P (s=i), i = 0 · · ·R. (7.20)
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Summing the previous expression for i = 0 · · ·R, it follows:

P (TX)
R∑

i=0

P (s=i|TX)
P (TX|s=i) =

R∑
i=0

P (s=i) = 1. (7.21)

Therefore, τ can be expressed as a function of P (s=i|TX) and P (TX|s=i):

τ = P (TX) =
1∑R

i=0
P (s=i|TX)
P (TX|s=i)

. (7.22)

In the following, the conditional probabilities P (s=i|TX) and P (TX|s=i)
are derived.

• The conditional probability P (s=i|TX) is the probability that the
station that is transmitting is found in stage i. This probability is
the steady-state distribution of a discrete time Markov chain s(k)
that describes the evolution of the backoff stage during the stations
transmission instants k. Non-null one-step transition probabilities
of this Markov chain are:

P (s(k + 1) = i|s(k) = i − 1) = p, i = 1 · · ·R, (7.23)
P (s(k + 1) = 0|s(k) = i) = 1 − p, i = 0 · · ·R − 1, (7.24)
P (s(k + 1) = 0|s(k) = R) = 1, (7.25)

where p is the constant and independent collision probability of a
packet transmitted by each station. It immediately follows:

P (s=i|TX) =
(1 − p)pi

1 − pR+1
, i = 0 · · ·R. (7.26)

• The conditional transmission probability P (TX|s=i) is the probabil-
ity that a station transmits in backoff stage i. It can be computed
by dividing the average number of slots spent for other’s transmis-
sions in a transmission cycle (with the adopted time scale exactly 1
slot), with the average number of slots spent by the station during
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the whole cycle:

P (TX|s=i) =
1

1 + E[bi]
, i = 0 · · ·R, (7.27)

where E[bi] is the average backoff counter in the backoff stage i.

Applying these results, the formula for τ is as follows:

τ =
1∑R

i=0
1−p

1−pR+1 pi(1 + E[bi])

=
1

1 + 1−p
1−pR+1

∑R
i=0 piE[bi]

. (7.28)

Conditional Collision Probability p

The conditional collision probability p can be expressed as the probability
that at least one of the n − 1 remaining stations transmits. At steady
state, each remaining station transmits a packet with probability τ , thus
it applies:

p = 1 − (1 − τ)n−1. (7.29)

Equ. (7.28) and (7.29) form a system of equations with the two un-
knowns τ and p that can be solved by numerical methods.

Saturation Throughput

The saturation throughput S is calculated as the fraction of time the
channel is used to successfully transmit payload bits:

S =
payload

slot duration
. (7.30)

Since all the stations contend for the channel and transmit with the
probability τ , the probability Ptr that there is at least one transmission
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in the considered slot time is given by:

Ptr = 1 − (1 − τ)n. (7.31)

The probability that a transmission occurring on the channel is suc-
cessful is given by the probability that exactly one station transmits on
the channel, if at least one station transmits:

Ps =
nτ(1 − τ)n−1

Ptr
. (7.32)

Using these results, the saturation throughput can be expressed as:

S =
PsPtrE[P ]′

(1 − Ptr)σ + PtrPsT ′
s + Ptr(1 − Ps)T ′

c

, (7.33)

where σ is the backoff slot duration. E[P ]′ is the average amount of pay-
load bits transmitted in a transmission slot, and T ′

s and T ′
c are the average

durations of successful transmission slot and collision slot:

E[P ]′ = E[P ] +
∞∑

i=1

Bi
0E[P ] =

E[P ]
1 − B0

, (7.34)

T ′
s = Ts +

∞∑
i=1

Bi
0Ts + σ =

Ts

1 − B0
+ σ, (7.35)

T ′
c = Tc + σ. (7.36)

In the previous expressions E[P ] is the average payload size, and Ts and
Tc are given with the following formulas:

Ts = TData + TSIFS + TACK + TDIFS (7.37)
Tc = T ∗

Data + TEIFS, (7.38)

for basic medium access (* stands for the longest packet involved in the
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collision), whereas for the four-way channel access the following applies:

Ts = TRTS + TSIFS + TCTS + TSIFS

+ TData + TSIFS + TACK + TDIFS (7.39)
Tc = TRTS + TEIFS. (7.40)

7.2.2 Throughput Analysis of SU-DCF and MU-DCF in
Saturation

In this section comparative analysis of the saturation throughput for the
following systems is presented:

• standard IEEE 802.11 DCF (SISO),
• SU-DCF (SU-MIMO), and
• MU-DCF (MU-MIMO), with both TDMA and OFDMA based sig-

naling.

Both basic medium access and four-way handshake are considered. The
influence of traffic characteristic is considered by examining network per-
formance for constant packet interarrival time and for offered load with
exponential and hyper-exponential distribution of packet interarrival time
at stations, with varying CoV.

The following two scenarios, presented in Figure 7.4 are studied, both
having the number of stations n as a parameter:

1. AP scenario is presented in Figure 7.4(a) for n = 6. Only one sta-
tion in the network, STA0, is transmitting, and it has m = n−1 = 5
unidirectional (downlink) connections with all the other stations in
the network. This scenario is used to study the saturation through-
put of different MIMO transmission strategies, without taking into
account the impact of the medium access procedure.

2. Mesh scenario, presented in Figure 7.4(b) is a fully interconnected
mesh: each station establishes connections with all the other stations
in the network. In the throughput study, the effects of the medium
access procedure on the protocols can be seen.

In both scenarios all the stations can hear each other, thus hidden and
exposed station problem do not occur.

89



7 System Level Analysis with Uninformed Transmitter

STA3STA4

STA2

STA0 STA1

STA5

(a) AP scenario

STA4 STA3

STA0 STA1

STA2STA5

(b) Mesh scenario

Figure 7.4: Analyzed scenarios for the saturation throughput study

In all the cases, all the connections have the same constant data packet
size (1024 byte), the same intensity of the offered load, as well as the same
distribution of packet interarrival time at stations. Stations’ data queues
are at all times nonempty, more specific, in the data queue there is at least
one packet in DCF, at least four packets for the receiver whose packet is
the HoL in SU-DCF, and in MU-DCF at least four packets, independently
of their destination.

It is assumed that the channel is not error prone, i.e. erroneous frame
receptions happen only as a consequence of collision of multiple frames.
Thus, erroneous receptions can happen only in mesh cenario. The discrete
integer time scale is adopted as described in [Bianchi and Tinnirello, 2005],
which is used as a starting point for the analysis.

AP Scenario

As already mentioned, AP scenario presents a set of m = n− 1 downlink
connections of an AP, denoted by STA0. In Figure 7.5, the saturation
throughput at STA0 vs. the number of stations n in AP scenario is pre-
sented.
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Figure 7.5: Saturation throughput: AP scenario with basic medium access

IEEE 802.11 DCF

In DCF system, the saturation throughput SDCF
AP can be easily calcu-

lated as the ratio of the average data packet length and the duration
of the transmission window TDCF

s increased by the average duration of
the backoff countdown. The notation from [Bianchi and Tinnirello, 2005,
Bianchi, 2000] has been adopted, hence s in subscript stands for successful
transmission and c in subscript denotes a collision:

SDCF
AP =

E[P ]
CWmin

2 σ + TDCF
s

(7.41)

TDCF
s = TDIFS + E [Tdata] + TSIFS + TACK (7.42)

In the previous equations P stands for the data packet length, CWmin is
the starting - minimum CW size, and σ is the slot duration. For the PHY
parameters and data packet length, the saturation throughput takes the
following value:

SDCF
AP = 25.48 Mbit/s (7.43)
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SU-DCF

In SU-DCF system, assuming a separate FIFO queue for each connec-
tion, the transmitting station takes 4 packets from the data queue whose
HoL has the longest delay and puts them into a MIMO frame. Four data
streams are transmitted simultaneously, and the duration of the trans-
mission window depends on the time needed for the longest packet out of
four to be transmitted:

SSU
AP =

4· E[P ]
CWmin

2 σ + T SU
s

(7.44)

T SU
s = TDIFS + E [max4{Tdata}] + TSIFS + TM-ACK (7.45)

In the analyzed example, the data packet length is assumed constant
(1024 byte), and the saturation throughput has the following value:

T SU
s = 101.92 Mbit/s. (7.46)

For the two cases analyzed up to now, the throughput neither depends
on the number of stations, nor on the traffic type (which determines the
order of packets in the data queue), since the transmission window has
fixed structure, and therefore has constant duration; this is not the case
with MU-DCF, analyzed in the following.

MU-DCF

Duration of a transmission window in MU-DCF depends on how many
distinct receivers are addressed in the transmitted MIMO frame. Assum-
ing that the MIMO frames are generated from the data queue obeying
the FIFO order, the number of distinct receivers depends on the number
of stations in the network, as well as on the distribution of the packet
interarrival time for each connection. In Figure 7.1 the number of distinct
receivers vs. number of connections is plotted for different traffic load
types. Similarly to the calculation of E[d], Equ. (7.15) in Section 7.1, the
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calculation of the expected duration of transmission window can be done:

E
[
TMU

s

]
=

4∑
i=1

P(d=i)·TMU
s,i (7.47)

where TMU
s,i is the duration of the transmission window when the number

of distinct receivers d = i. This value depends on the type of signaling
(TDMA or OFDMA based):

TMUTDMA
s,i = TDIFS + E [max4{Tdata}] + i· (TSIFS + TM-ACK), (7.48)

TMUOFDMA
s,i = TDIFS + E [max4{Tdata}] + TSIFS + TM-ACKi , (7.49)

where TM-ACKi is the time needed for i M-ACK frames to be transmitted
over the channel in parallel using �Ns

i �, where Ns is the number of the
available subcarriers. Finally, the saturation throughput is given by the
following expression:

SMU
AP =

4· E[P ]
CWmin

2 σ + E [TMU
s ]

(7.50)

From Equ. (7.47) and (7.50) it can be seen that the saturation through-
put in MU-DCF is not a constant value, unlike that of DCF and SU-DCF,
but it depends on the traffic type, which determines the probability mass
function P(d).

In order to evaluate the performance of the protocol with different lev-
els of the traffic burstiness, the traffic sources with constant packet in-
terarrival time, exponential, and hyper-exponential distribution of packet
interarrival time at stations are studied. For constant and exponentially
distributed packet interarrival time, the results for the probability mass
function Pd(i) obtained in Section 7.1 are used. Since hyper-exponential
distribution is different from the exponential distribution in that it has a
memory, the results for this case have been obtained by simulating the
packet arrival time of individual sources, and measuring the probability of
different transmission window realizations. Two-phase hyper-exponential
distributions have been considered, with CoV 2 and 5.

SU system performance gives the upper bound (Equ. (7.46)), and the
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MU-DCF under constant packet interarrival time gives the lower bound
for the saturation throughput:

SMUTDMA
AP,min (n − 1)|n − 1 ≥ 4 = 74.22 Mbit/s, (7.51)

in case of TDMA signaling, and

SMUOFDMA
AP,min (n − 1)|n − 1 ≥ 4 = 99.45 Mbit/s, (7.52)

in case of OFDMA signaling; this is also illustrated in Figure 7.5. It
is interesting to compare these values with the saturation throughput of
the SU-DCF from Equ. (7.46) and note that using TDMA in MU-DCF
significantly deteriorates saturation throughput, in contrast to OFDMA
based signaling.

Another observation that can be made is that as the number of sta-
tions in the network grows, MU systems’ saturation throughput decreases.
When the traffic becomes more bursty, the number of distinct receivers
of MIMO frames is on average smaller, therefore the transmission win-
dow duration becomes shorter and the saturation throughput increases.
Since the overhead when transmitting different MIMO frames produced
by OFDMA signaling has smaller variance than that of TDMA signaling,
the level of saturation throughput when applying OFDMA signaling is
much less sensitive to the traffic characteristic.

The saturation throughput levels of the analyzed MIMO systems are
mutually equal only when there are only two stations in the network,
hence only one connection is present then, and this value corresponds to
the SU saturation throughput.

Four-Way Handshake

In Figure 7.6 the saturation throughput for the AP scenario is presented
when four-way handshake is used for the channel access. Since in AP sce-
nario no collisions are present, RTS/CTS frame exchange just introduces
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the additional overhead, given by following expressions:

ΔTDCF
s = TRTS + TSIFS + TCTS + TSIFS, (7.53)

ΔT SU
s = TM-RTS1 + TSIFS + TM-CTS + TSIFS, (7.54)

ΔTMUTDMA
s,i = TM-RTSi + TSIFS + i· (TM-CTS + TSIFS), (7.55)

ΔTMUOFDMA
s,i = TM-RTSi

+ TSIFS + TM-CTSi
+ TSIFS, (7.56)

where TM-CTSi
is the time needed for i M-CTS frames to be transmitted

over the channel in parallel using OFDMA.
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Figure 7.6: Saturation throughput: AP scenario with four-way handshake

The conclusions made for the basic medium access in AP scenario apply
for this as well.

Mesh Scenario

Basic Medium Access

For the analysis of the saturation throughput in a fully interconnected net-
work, the model for IEEE 802.11 DCF networks described in Section 7.2.1
has been modified for the calculation of the saturation throughput of the
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MIMO systems. The results for the basic medium access are plotted in
Figure 7.7.
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Figure 7.7: Saturation throughput: mesh scenario with basic medium access

The saturation throughput SDCF
mesh is given by the following expression:

SDCF
mesh =

PsPtrE [P ]′

(1 − Ptr) σ + PtrPsT ′DCF
s + Ptr (1 − Ps)T ′DCF

c

, (7.57)

where T ′DCF
s and T ′DCF

c are the average durations of successfull transmis-
sion slot and collision slot and are equal to T ′

s and T ′
c given in Equ. (7.35)

and (7.36). Due to the changed notation, the expressions are repeated:

T ′DCF
s = TDCF

s +
∞∑

i=1

Bk
0TDCF

s + σ =
TDCF

s

1 − B0
+ σ, (7.58)

T ′DCF
c = TDCF

c + σ, (7.59)
TDCF

c = T ∗
Data + TEIFS, (7.60)

where TDCF
s is given in Equ. (7.42).

In order to determine the saturation throughput for the MIMO systems,
T SU

s , E
[
TMUTDMA

s

]
and E

[
TMUOFDMA

s

]
instead of TDCF

s are applied in
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Equ. (7.58). In case of MU systems, the expectation of the respective
transmission window durations has to be applied, depending on the traffic
type. The duration of the collistion slot in this case is same for all the
MIMO systems:

T ′SU-DCF
c = T ′MUTDMA

c = T ′MUOFDMA
c = TMIMO

c + σ (7.61)

TMIMO
c = E [max4{Tdata}]∗ + TEIFS (7.62)

The values corresponding to constant packet interarrival time and Pois-
son load are calculated, and plotted in Figure 7.7, together with the results
for the hyper-exponentially distributed packet interarrival time at sta-
tions, obtained by simulation. All the systems suffer from the increased
number of collisions as the network size grows. The higher the original
saturation throughput when the number of stations is small, the more the
system suffers from the collisions resulting from multiple transmissions.
The reason is that the time that is lost because of collision (time needed to
transmit a data packet) carries a higher fraction of the total transmission
window duration. Whilst with 5 stations in the network, the difference
between the saturation throughput of SU-DCF and the lower bound for
the TDMA based MU-DCF is 30 Mbit/s, the difference reduces with 15
stations to about 20 Mbit/s (the difference in the AP scenario is 27 Mbit/s).

Four-Way Handshake

In Figure 7.8 saturation throughput of the fully interconnected mesh net-
work with four-way handshake medium access is plotted varying the num-
ber of station in the network. The calculation of the saturation through-
put is analogous to that of the basic medium access, with differing dura-
tions of successful packet transmission and collision.

For the duration of the successful packet transmission, produced over-
head for each case has to be considered. They are given in Equ. (7.53)-
(7.56). As for the time lost due to collisions, it has the following durations:

TDCF
c = TRTS + TEIFS, (7.63)

T SU
c = TM-RTS1 + TEIFS, (7.64)

TMUTDMA
c,i = TMUOFDMA

c,i = TM-RTSi + TEIFS (7.65)
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Figure 7.8: Saturation throughput: mesh scenario with four-way handshake

As already known for the IEEE 802.11 DCF, applying four way hand-
shake alleviates the loss of throughput due to collisions. However, when
talking about the absolute levels of the saturation throughput, for each
system there is a switching point: if the number of stations is small,
and therefore the collision probability is low, using M-RTS/M-CTS only
presents an overhead. With the growing collision probability using four
way handshake becomes more beneficial.

In the previous analysis, both of AP and mesh scenario specific traffic
types have been assumed, however the derived formulas apply in general.
For an arbitrary load source only the probability mass function Pd will
change.

7.3 Fairness Study

In this section, SU and MU transmission strategies are compared from the
aspect of fair service provision by means of analytical and Monte-Carlo
methods. These results, as well as those in Section 7.4.2, have partially
been published in [Mirkovic, 2008].
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Providing fairness is a very common problem that occurs in both wire-
less and wired networks, as well as on different protocol layers. In the
context of wireless networks, it is primarily concerned with providing fair
bandwidth allocation with MAC. Fairness has a strong impact on other
network performance metrics, particularly delay, which is essential for
providing QoS to applications such as VoIP, multimedia streaming and
Internet gaming. Moreover, poor performance on lower layers propagates
to higher layers (e.g. Transmission Control Protocol (TCP)). In multihop
networks, the concept of end-to-end fairness applies.

Fairness can be characterized in two different manners:

• Long-term fairness: fairness observed over long time periods (cor-
responding for instance to the transmission of ∼1000 packets).

• Short-term fairness: fairness over short time periods (duration of
∼10 packets).

The impact of the transmission strategy on both short-term and long-term
fairness is studied.

A MAC layer can be considered as long-term fair if the probability
of successful access to the channel observed on a long term converges
to 1/N for N competing hosts. While most MAC protocols provide
long-term fairness, providing short-term fairness is a much bigger chal-
lenge [Berger-Sabbatel et al., 2004].

One of the objectives of MAC layer design is high efficiency in resource
utilization. MAC layer schedulers based on opportunistic strategies are
able to provide it, but at the same time, they can significantly deterio-
rate performance in terms of fairness, and hence delay distribution. The
most commonly used throughput maximizing allocation strategy that also
takes into account fairness aspects is the proportionally fair scheduler in-
troduced in [Kelly et al., 1998].

The fairness problem occurs when the number of users becomes larger
than the number of resources in the system. If the network capacity
is increased (e.g. using MIMO technology), effectively the number of re-
sources is increased, which can help to avoid congestion; however, fairness,
particularly short-term fairness, remains an issue.

The problem of dealing with multiple flows in packet switched networks
has been traditionally handled by a global First In - First Out (FIFO) pol-
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icy, as shown in Fig. 7.9(a). In case that all the flows have approximately
the same offered load, this method is fair. However, in case that e.g. one
flow has substantially smaller throughput, it can experience unacceptably
bad performance.

In the solution proposed by J. Nagle in [Nagle, 1987], different flows
are not put in the global FIFO queue, but each flow maintains a separate
FIFO queue, and this set of queues is served in a Round Robin (RR)
fashion, as shown in Fig. 7.9(b). This scheme does not take the packet
length into account, thus it may happen that flows with long packets
occupy the resources more than the flows with the short ones. A fair
queuing Bit-by-Bit Round Robin (BR) algorithm has been proposed in
[Demers et al., 1989] to solve this problem. Other schemes with fur-
ther optimization strategies addressing this issue have also been proposed
[McKenney, 1991, Shreedhar and Varghese, 1995].

FIFO
Server

Source B

Source C

C B A A A C AA

Source A

(a) FIFO queuing

Server
RRB

CC

Source B

Source C

Source A

AAA AA

(b) Fair Queuing

Figure 7.9: Queuing multiple flows

In MU-DCF an arbitrary packet can be transmitted over a channel’s
spatial layer. There are no restrictions regarding a common destination
for data packets within a MIMO frame. Let the applications A, B, and
C in Fig. 7.9(a) be sources of packets within one station, with different
destinations. We consider the case of queue occupancy as shown in Fig.
7.9(a). If the scheduler is working in SU mode, and four packets can be
transmitted at a time, the first four packets (for 4×4 scheme) belonging to
source A would be scheduled, skipping the packet from the source C. This
approach breaks the FIFO rule, which can deteriorate the performance
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regarding fairness and delay.

If the scheduler is working in MU mode, the first four packets will be
scheduled, independently of their destinations, thus obeying the FIFO
order. Moreover, a MU scheduler can be configured to maximize the
number of different receivers, and operate on the individual FIFO queues
like in Figure 7.9(b) to further increase fairness.

Ordering packets in the global queue does not have to be in FIFO
fashion; any prioritization of packets, e.g. based on delay or Packet Loss
Rate (PLR) requirements, can be used for the initial ordering. The ability
of MU transmissions ensures that this order is actually respected.

In this analysis, the scheduler located at an AP of an MU-DCF net-
work is considered in a typical hotspot scenario. The provision of fair-
ness to multiple flows originating from possibly different applications and
therefore having possibly different destinations when using SU and MU
transmission strategies is investigated. The results demonstrate superior
performance of the MU approach in providing fairness, which justifies the
increased system complexity.

There are several metrics for fairness evaluation, such as Gini fairness
index and Min-max fairness index [Dianati et al., 2005]. In the following
analysis, Jain’s fairness index proposed in [Jain et al., 1998] is evaluated:

f (t1, t2) =

„
mP

i=1
xi

«2

m
mP

i=1
x2

i

, (7.66)

where f(t1, t2) is the fairness index in time interval (t1, t2), m is the num-
ber of contending stations, and xi refers to number of resources used by
station i within the time interval.

Jain’s fairness index takes values from the interval (0, 1], where 1 rep-
resents maximum fairness in the system. Minimum value of the fairness
index in a system with m users is is 1/m, indicating the case when only
one station occupies all resources during the whole interval (t1, t2).

In case of constant load, the packets for different connection always
appear in the same order. Therefore, with SU strategy, the first time the
fairness index reaches the value 1, which corresponds to the case when
each user has been allocated the same amount of resources, happens after
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the number of intervals equal the number of connections. With MU,
assuming 4 × 4 antenna configuration, this happens 4 times faster.

In Fig. 7.10 the fairness index is plotted, when the number of estab-
lished connections with load with constant packet interarrival time is 10,
50 and 100. It illustrates previously described behavior in SU-DCF and
MU-DCF. The convergence of the fairness index to 1 in MU-DCF is much
faster than in SU-DCF, indicating higher ability to provide short-term
fairness.

Also, the convergence is slower when more connections are present. In
that case it is more critical to enable MU transmissions.
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Figure 7.10: Fairness index in AP scenario with constant packet interarrival
time

In Figure 7.11 the fairness index is presented for Poisson load, and in
Figures 7.12 and 7.13 for the traffic with hyper-exponential distribution
of packet interarrival time. It can be seen that the convergence is slower,
since the traffic is more bursty, and the system tends to operate with
smaller average number of distinct receivers of MIMO frames.

Another interesting effect, particularly strong in Figure 7.13 is that
the fairness index is initially high, but afterwords it drops and then it
continues converging to value 1. The reason is that in case of bursty traffic,
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Figure 7.11: Fairness index in AP scenario with offered load with exponential
distribution of packet interarrival times
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Figure 7.12: Fairness index in AP scenario with offered load with hyper-
exponential distribution of packet interarrival times, cv = 2

the probability that within the first channel accesses packets for different
users are transmitted is high, particularly if the traffic generators are
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Figure 7.13: Fairness index in AP scenario with offered load with hyper-
exponential distribution of packet interarrival times, cv = 5

started at the same time, which is the case in these simulations. However,
as time elapses, probability of long bursts increases, and they decrease the
fairness index.

7.4 Delay Study

In this section the delay produced using SU and MU transmission strate-
gies is compared. Total experienced delay by a packet can be characterized
by service time and queue delay, thus they are analyzed separately.

7.4.1 Service Time

If service time is defined as duration between the time the packet be-
comes HoL and the reception of the coresponding ACK frame, it can be
calculated using Little’s law:

D =
E [N ]
S/E[P ]

, (7.67)
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where E [N ] stands for the expected number of stations that will eventually
successfully deliver their HoL packets, and the denominator stands for the
delivery rate expressed in packets per second.
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(c) MU-DCF with TDMA signaling
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(d) MU-DCF with OFDMA signaling

Figure 7.14: Service time in different systems

In Figure 7.14 service delay is presented for different systems, namely
standard DCF, SU-DCF, and MU-DCF with TDMA and OFDMA sig-
naling, with connections with load with constant packet interarrival time.
In each subfigure, the curves are plotted for the case of AP and mesh
scenario, with basic medium access and four-way handshake.

In all the cases, the service time remains the same in case of an AP
scenario, since at a time only one station has a packet(s) that is the HoL
packet. In mesh scenario service time grows linearly with the number of
stations in the network. Thus, in case of only two stations in the network,
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7 System Level Analysis with Uninformed Transmitter

service time in a mesh is double that of an AP scenario, since in the first
case two connections are established, and in the second only one.

The service time in DCF (Figure 7.14(a)) compared to 4×4 SU-MIMO
system (Figure 7.14(b)) is exactly 4 times shorter. The reason is that
the number of resources is 4 times larger. If the channel is seen as a
processing module of a queuing system, then in case of DCF only one
processor is present, whereas in case of the MIMO system there are 4
parallel processors.

The service time in cases when MU transmissions are allowed (Fig-
ures 7.14(c) and 7.14(d)) is somewhat longer since in then the transmis-
sion window lasts longer; however, the difference is not significant. Larger
difference, in will be experienced by packets for the queue delay.

7.4.2 Queue Delay Study

In this section, queue delay in SU and MU based system is compared based
on event-driven simulation. Only the basic medium access is analyzed,
since the protocol overhead is not included in the queue delay analysis;
the system with four-way handshake performs similarly.

Case Study I: Fixed Offered Load per Connection

In this case study, the offered load per connection is fixed to 1 Mb/s,
and the delay distribution depending on the number of connections is
analyzed in an AP scenario. The number of connections is varied from 1
to 46, hence the total load varies from 1 Mb/s to 46 Mb/s. Since the total
offered load is below the system capacity, the data packet queues do not
grow indefinitely.

The simulations are conducted for different traffic types, and the results
are presented in Figure 7.15. It depicts the 50th, 75th and 95th percentiles
of queue delay.

The queue delay in SU-DCF under constant packet interarrival time
does not depend much on the number of stations (Figure 7.15(a)). The
AP does not initiate the transmis sion before four packets with the same
destination are present in the queue. Thus, on average it should be that
one quarter of packets has zero queue delay, the second quarter has queue
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(c) Hyper-exponential distribution, cv = 2
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(d) Hyper-exponential distribution, cv = 5

Figure 7.15: 50th, 75th and 95th percentiles of queue delay in a scenario with
fixed offered load (1Mb/s) per station with different distribution
of packet interarrival-time

delay equal to packet interarrival time, the third quarter two times packet
interarrival time, and the last quarter three times packet interarrival time
(duration of one packet interarrival time in this case is 0.008192 s). The
result presented in the Figure 7.15(a) do not perfectly match that calcu-
lation owing to different times where the load generators create the first
packet. Therefore it might happen that in the moment when 4 packets for
one connection are collected in the queue, the medium is already occupied,
and these packets then experience additional delay.

Unlike SU-DCF, MU-DCF starts a transmission as soon as four packets
are generated, independently of their destination. Therefore the queue de-
lay is inversely proportional to the number of stations in this case. More-
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Figure 7.16: CDF of queue delay in the scenario with fixed offered load per
connection with Poisson load

over, it can be seen that the variance of delay decreases with a growing
number of stations and increases with the CoV of packet interarrival time.

The results for growing CoV, 1, 2 and 5, of packet interarrival time, are
presented in Figures 7.15(b), 7.15(c) and 7.15(d) respectively. It can be
seen that higher CoV degrades the performance in SU case. The impact of
load type is particularly severe when there are more then 4-5 established
connection, when the value of the 95th percentile exceeds 1 s in case of
CoV 5.

The performance of the system in MU case is alsodegraded, but not to
the same extent. Therefore, under bursty load applying MU transmissions
is more beneficial than under constant packet interarrival time.

Figure 7.16 shows the Cumulative Distribution Function (CDF) of queue
delay in SU-DCF and MU-DCF with different number of established con-
nections: 1, 10 and 46. If there is only one established connection the two
systems perform identically, thus the solid line that corresponds to queue
delay CDF in that case in both figures is the same. In SU-DCF with
growing number of connections, this CDF is “stretched” above, while in
case of MU-DCF it is “stretched” below the reference CDF of queue delay
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in case of single connection.

An explanation may be required for the behavior of CDF after ∼0.75.
The reason is that CDF above that value in case of one connection cor-
responds to one quarter of packets that are the last one generated from
the set of packets that build a MIMO frame, and that ultimately initiate
the transmission. When there are more connections, in SU-DCF this last
missing packet does not always instantly initiate a transmission, because
the channel may already be occupied by a transmission to another user.
In MU-DCF this effect is still present, but the shape of the curve becomes
less sharp due to reduced average queue delay.

Case Study II: Fixed Total Offered Load

In the second case study, the total offered load is assumed fixed to 46 Mb/s,
and each connection contributes with the same fraction to the total offered
load. The delay distribution is studied, depending on the number of
connections. In Fig. 7.17, the 50th, 75th and 95th percentiles of queue
delay are presented, with each subfigure presenting results for different
load types.

MU-DCF outperforms SU-DCF in this case, too. Since the destina-
tion of a packet is not relevant for creating a MIMO frame applying MU
strategy, the queue delay does not depend on the number of stations. On
the other hand, the queue delay in SU case grows linearly. The variance
grows with both SU and MU strategy.

It can also be noticed that in MU case the 50th percentile is the highest
in case of constant packet interarrival time. The reason is that in case of
bursty load the packets that are generated within one burst do not have to
wait for a certain number of packets to be present in the queue (they are
already there), as in case of constant packet interarrival time. However,
for the 95th percentile the opposite applies, since if some packets wait for
the next burst to complete a MIMO frame; this time depends of the CoV
of packet interarrival time distribution.

In Figure 7.18 CDF of queue delay in SU-DCF with different traffic
types and 46 connections is presented. Similarly as in Figure 7.16, the
CDF curve under constant load, has the steps that correspond to each
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(c) Hyper-exponential distribution, cv = 2
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(d) Hyper-exponential distribution, cv = 5

Figure 7.17: 50th, 75th and 95th percentiles of queue delay in a scenario with
fixed total offered load (46Mb/s) with different distribution of
packet interarrival-time

generated packet. As the load becomes bursty, they vanish and the curve
becomes more smooth. Also since the given curves have approximately
same slope on the logarithmic scale, the variance is increased.

It is also interesting to compare SU and MU strategies in case of con-
stant and hyperexponential distribution of packet interarrival times. The
corresponding queue delay CDFs are plotted in Figure 7.19 (with 46 con-
nections as well). In case of constant packet interarrival time, median
queue delay in MU-DCF is one order of magnitude smaller than in SU-
DCF (see Figure 7.19(a)), whereas under bursty load the difference grows
to three orders of magnitude (Figure 7.19(b)).
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Figure 7.18: CDF of queue delay in SU-DCF depending on traffic type

7.5 Summary

This chapter gives a comprehensive comparison of SU-DCF and MU-
DCF. In the first step, using analytical model, saturation throughput has
been compared for different traffic types. SU-DCF has higher saturation
throughput than MU-DCF due to lower overhead. However, it is inferior
in providing short-term fairness and timely packet delivery. Therefore,
SU-DCF is preferable in smaller networks, with applications that are not
delay-sensitive, and that produce relatively monotonous traffic. In case of
real-time applications, MU mode has higher potential for providing timely
packet delivery, particularly with higher number of connections.
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CHAPTER 8

Channel-Aware Scheduling
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After analysis of SU-DCF and MU-DCF with uninformed transmitter
in the previous chapter, this chapter deals with channel-aware scheduling
and its impact on link and system level performance.

Special attention in this chapter is payed to the abilities of sched-
ulers to exploit MU diversity and the effect of channel uncertainty on
performance of the developed schedulers. The results of this chapter
have partly been published in [Mirkovic et al., 2007b], and included in
[Mirkovic and Walke, 2008a, Mirkovic et al., 2008].

8.1 Opportunistic Scheduling

The presence of channel state information at the transmitter, as described
in Chapter 3.2, can significantly improve MIMO channel capacity. Besides
boosting PHY level performance, by appropriate scheduling of transmis-
sions that applies cross-layer optimization, MAC level performace can
also be improved. (This does not apply only for MIMO systems, but in
general.)

An AP with multiple connections in fading environment is assumed.
The basic idea of the opportunistic scheduling algorithms is that the
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8 Channel-Aware Scheduling

transmissions should take place over links that are in good state. Such
scheduling policy, although maximizing the total throughput, has a draw-
back of potential starvation of stations whose channel is on average not
good, as well as unpredictable delays. Besides using the channel quality
of different stations to maximize the throughput, the scheduler can also
take into account the QoS requirements of particular connections. Thus
many methods have been developed to provide fairness and QoS while
exploiting the channel knowledge at the transmitter [Kelly et al., 1998,
Cao and Li, 2001, Lu et al., 1999, Ng et al., 1998]. QoS requirements can
be formulated in many ways; lately, application of utility functions has
become popular [Hosein, 2006, Lee et al., 2006].

Antenna selection and different optimization criteria are presented in
[Gore et al., 2000, Heath Jr et al., 2001, Heath Jr and Love, 2005]. The
authors in [Heath Jr and Love, 2005] also investigate the error rate perfor-
mance with zero-delay, zero-error feedback, thus not regarding the impact
of channel uncertainty. In [Heath Jr and Love, 2005] the authors investi-
gate the error rate performance with zero-delay, zero-error feedback, but
without regarding the impact of channel uncertainty and system level as-
pects, whereas the authors in [Anton-Haro et al., 2006] give a high level
overview of cross-layer scheduling for MU-MIMO systems. Depending
on the particular MIMO scheme, the PHY level performance, as well as
performance of scheduling algorithms highly depend on accuracy of the
estimated channel, and that is addressed in the remaining of this chapter.

8.2 CSI Uncertainty

The fundamental condition for applying link adaptation methods and op-
portunistic scheduling is the presence of some form of channel quality
measurement at the transmitter. There are methods where only chan-
nel statistics at the transmitter are enough, but for other schemes, such
as transmit MRC (see Section 3.5.1), knowledge of transfer functions of
channels between each transmit-receive antenna pair is required.

The transmitter can obtain CSI:

(A) by estimating the forward channel and assuming channel reciprocity,
or

(B) by requesting channel feedback information from the receiver.
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In both cases, there is a certain error between the estimated channel and
the channel at the time of the transmission. The duration between the
channel estimation and the actual channel usage will impact the accuracy
in both cases, whereas in case (A) deviations from channel reciprocity
introduce additional error. There are also other impacts, such as mea-
surement error.

Depending on the particular MIMO scheme, the performance on the
PHY, as well as the scheduling methods highly depend on the accu-
racy of the estimated channel. The impact of the channel uncertainty on
the channel capacity was investigated in [Yoo et al., 2004]. The authors
in [Pohl et al., 2003] investigated the required channel feedback frequency
in different systems, pointing out that the coherence time is not the only
important parameter, but also others related to system configuration such
as number of antennas and MCS used.

In this chapter, following the MAC protocol proposed in Figure 5.1,
it is assumed that the CSI at the transmitter is received as a feedback,
achieved by M-RTS/M-CTS frame exchange. Particularly in this case
applying OFDMA for signaling (to exchange MU-RTS/M-CTS frames) is
very beneficial, since it reduces the overhead duration, which is actually
the duration between the channel estimation and channel usage. Channel
uncertainty is modelled here as the unperfect correlation of estimated and
used channel, and it is described in detail in the remaining of this section.

8.2.1 Channel Time Correlation Function

In mobile environment, the channel impulse response changes with time.
A widely accepted scattering model to describe the signal received by a
moving vehicle was introduced by Clarke [Clarke, 1968]. In this model,
the transmitted signal is distorted by three effects:

• a Rayleigh distributed attenuation,
• a phase shift uniformly distributed in the range [0,2π] and indepen-

dent from the attenuation,
• a Doppler frequency offset.

In the case of an uniform distribution of the multipath angle of ar-
rival between 0 and 2π, the Doppler spectrum is U-shaped and it can
be proved that the channel time correlation function has the following
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expression [Sklar, 2001, Jakes, 1974]:

R(Δt) = J0(kV Δt), (8.1)

where J0(·) is the zero-order Bessel function of the first kind. (This func-
tion is also used for coherence time definition in Section 2.3).

The channel time correlation function at 5 GHz carrier frequency is
plotted in Figure 8.1 for 5 km/h and 100 km/h terminal speed. As a
zero-order Bessel function of the first kind, the channel time correlation
function is an oscillatory function, hence not invertible. As the following
analysis is based on the performance depending on the value of the channel
time correlation function, it will correspond to time T when the function
takes the given value for the first time.
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Figure 8.1: Channel time correlation function at 5GHz carrier frequency for
5 km/h and 100 km/h terminal speed

8.2.2 Post-Processing SNR Time Correlation

In this section, the correlation coefficient between the post-processing
SNR values is analyzed depending on the channel time correlation and
the SNR level for different antenna configurations.
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The estimation of the channel matrix H is performed at t = 0, and
the transmitter receives the feedback and transmits data at t = T . The
transmitter has the knowledge of the post-processing SNR values that
correspond to the channel matrix H(0), which differ from the ones corre-
sponding to the channel matrix H(T ). The time Δt = T which elapses
determines the correlation level between the channel matrices H(0) and
H(T ), and inherently between the achievable post-processing SNRs.

In Figure 8.2 the dependency of post-processing SNR correlation coef-
ficient on the channel time correlation and SNR level is illustrated for the
4 × 4 antenna link with MMSE receiver. The post-processing SNR cor-
relation coefficient grows rather slowly with the channel time correlation
level, which increases the importance of accurate channel information for
making a good scheduling decision. It can also be seen that the correla-
tion is higher in low SNR region; this is not the case with the ZF receiver
that simply inverts the channel matrix.

For a comparative performace analysis of links with different number
of antenna streams, in Figure 8.3 the post-processing SNR correlation vs.
channel matrix correlation is plotted at 5 dB, 15 dB and 40 dB SNR, for
1 × 4, 2 × 4, 3 × 4 and 4 × 4 antenna links applying the MMSE receiver.

Several observations can be made: first, the post-processing SNR cor-
relation coefficient over 1 × 4 antenna link practically does not depend
on SNR. 1 × 4 antenna link achieves the highest post-processing SNR
correlation at all input SNR levels, since with diversity the channel can
be estimated with higher accuracy. With each additional transmit an-
tenna i.e. spatial stream, the post-processing SNR correlation degrades,
so finally the 4 × 4 antenna link has the poorest performance. Also, the
post-processing SNR correlation degrades with the increasing input SNR.

It should be also noted that the asymptotic performance of the MMSE
receiver in high SNR region (as shown in Figure 8.3(c) for 40 dB SNR)
matches the performance of the ZF receiver.

Post-Processing SNR Correlation with SU-MIMO Transmissions

In the presence of time varying fading, if all the spatial subchannels are
used by one receiver it does not make a difference if e.g. the first stream
has been estimated as good and the second one as bad, and at the time of
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Figure 8.2: Post-processing SNR correlation coefficient vs. channel time corre-
lation coefficient and SNR level for 4×4 antenna link with MMSE
receiver

reception the opposite turns out to be the case: the first one is bad, and
the second one is good.

Therefore, for the case of SU-MIMO transmission, the correlation coef-
ficient of the sorted post-processing SNR values is measured and presented
in Figure 8.4. The figure illustrates that the sorted post-processing SNR
is highly correlated even without the channel time correlation. The rea-
son is the same average SNR value. However, the post-processing SNR
correlation coefficient increases with the channel time correlation faster in
SU case than in MU case, and it is also higher in low SNR region due to
MMSE receiver algorithm.
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(b) SNR= 15 dB
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Figure 8.3: Post-processing SNR correlation coefficient of 1 × 4, 2 × 4, 3 × 4
and 4× 4 links vs. channel time correlation coefficient at different
SNR levels

8.3 Channel-Aware Scheduling with Fixed PHY
modes

In this section channel aware scheduler algorithms applying a fixed PHY
mode are described and their performance is studied. The two algorithms
build MIMO frames with SU and MU strategy, respectively.
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Figure 8.4: Post-processing SNR correlation coefficient vs. channel time corre-
lation coefficient and SNR level for 4×4 antenna link with MMSE
receiver in SU case

8.3.1 Algorithm Description

The basic principle over which the scheduler works is to make a binary
decision about usability of the post-processing SNR to keep the previ-
ously chosen PHY mode. After collecting the channel information from
the receivers, the scheduling module of the transmitter makes the decision
which station have a good channel and which packets will be transmit-
ted in the upcoming transmission. In this analysis the scheduler always
creates a MIMO frame of size equal to the number of transmit antennas.
The focus is on the evaluation of the capacity gain bound in multiuser
environment.

The algorithms for SU and MU transmission strategies are described in
the following.
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SU Mode

In Figure 8.5 the decision making of the scheduler operating in SU mode
is illustrated. The algorithm takes as input values the estimated post-
processing SNRs for each stream and for each user, and chooses the one
with the potential for the highest throughput. Since the spatial subchan-
nel can be characterized either as “good” or as “bad”, this practically
reduces to counting the good subchannels for each user.

In Figure 8.5 the transmitter has three established connections, and
the CSI for all the tree stations. Since the receiver station Rx3 has the
highest number of spatial subchannels (three) with post-processing SNR
acceptable for the used PHY mode, packets to that station are scheduled
for the transmission within the next MIMO frame.

1 42 3

High

Low

Rx3

Rx3

Rx3

Rx3

Rx1

Rx2

Rx3

Streams:

SNR:

MIMO frame

Post−processing
scheduled by
SU Scheduler

Figure 8.5: SU scheduler with fixed PHY mode

The previous example is simplified by assuming that the transmitter
has CSI for all the associated station, which may not be the case. A
more detailed description of the scheduler procedure applying SU trans-
mission strategy with fixed PHY mode is presented with pseudocode in
Algorithm 8.1.

The transmitter may not have the CSI for all the receivers with which
it has established connections and the procedure treats the two groups
differently. First, the groups of receivers with and without the CSI are
identified. Only the receivers with enough packets in the corresponding
data queues to form a MIMO frame are processed. Next, in the first group
of receivers the one which has the potential to achieve the highest through-
put in the upcoming transmission window. Analytically formulated, the
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Algorithm 8.1 SU scheduler with fixed PHY mode

Collect CSI;

for (each receiver Rxi) do
if (queue length(Rxi) ≥ MIMO frame size) then

if (there is CSI feedback from Rxi) then
put Rxi into group I

else
mi = time when the HoL packet of the FIFO queue

corresponding to Rxi was created
put Rxi into group II

end if
end if

end for

s = arg max
i

(ni,good streams), Rxi ∈ group I

if ns,good streams < threshold then
s = arg min

i
(mi), Rxi ∈ group II

end if

Schedule packets from receiver Rxs for transmission

chosen station s is the one which satisfies:

s = arg max
i

(ni,good streams) (8.2)

where i traverses all the receivers. The metric used for channel quality
is the number of streams over which the post-processing SNR has the
value that guarantees the transmission of packets of certain length with
maximum predefined PER.

If the post-processing SNR for receivers represented by their CSI at the
transmitter is not higher then some threshold, then the scheduler chooses
a receiver from the second group whose packet would be the HoL of the
FIFO queue common for all the stations in the second group.

After the receiver has been identified, only the packets that have that
station’s address as the destination, are scheduled for the following trans-
mission.
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MU Mode

When MU transmission is allowed, the scheduler has more flexibility in
resource allocation. This is illustrated in the example in Figure 8.6.

The MU scheduler makes a decision for each spatial subchannel sepa-
rately. Each antenna has a set of candidate receivers, and that are the
stations with high post-processing SNR on the corresponding spatial sub-
channel. The HoL of the FIFO queue common to those stations is selected
for the transmission from that antenna. In the example in Figure 8.6 for
the first antenna there are three candidate stations, whereas for the last
antenna only Rx3 has the acceptable post-processing SNR.

1 42 3

High

Low

Rx1

Rx2

Rx3

Streams:

SNR:

MIMO frame

Post−processing
scheduled by

MU Scheduler

Rx3

Rx1

Rx2

Rx1

Figure 8.6: MU scheduler with fixed PHY mode

The MU scheduling algorithm is described with pseudocode in Algo-
rithm 8.2. Same as in the previously described SU scheduler, the proce-
dure starts with collecting CSI information from the receivers, and dif-
ferentiating among the ones whose CSI is present at the transmitter and
whose is not.

After that for each antenna the following procedure is repeated: the
receiver with the highest post-processing SNR of the signal from that an-
tenna is selected with a packet in the transmitter’s data queue for that
receiver. If the post-processing SNR is lower than the predefined threshold
SNR corresponding to maximum tolerable PER, this receiver is not con-
sidered. The scheduler in this case schedules the oldest packet addressed
to the receiver from the group of the receivers whose CSI is not known.
After a packet has been scheduled, if the transmitter has no remaining
packets in the queue for some receiver it is not considered in the next
iterations.
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8 Channel-Aware Scheduling

Algorithm 8.2 MU scheduler with fixed PHY mode

Collect CSI;

for (each receiver Rxi) do
if (queue length(Rxi) ≥ 1) then

if (there is CSI feedback from Rxi) then
put Rxi into group I

else
mi = time when the HoL packet of the FIFO queue

corresponding to Rxi was created
put Rxi into group II

end if
end if

end for

for (each transmit antenna j) do
s = arg max

i
(ppSNRi,j), Rxi ∈ group I

if ppSNRs,j > threshold then
Schedule the packet for Rxs

if Rxs has no more packets in the queue then
Remove Rxs from group I

end if
else

s = arg min
i

(mi), Rxi ∈ group II

Schedule the packet for Rxs

if Rxs has no more packets in the queue then
Remove Rxs from group II

else
mi = time when the next packet of the FIFO queue

corresponding to Rxi was created
end if

end if

end for

There are several open questions in the described scheduling algorithms.
Concerning the threshold SNR in MU mode, a restrictive approach of
tolerating very low PER might disqualify all the receivers, and a too high
value may lead to frequent retransmissions. In SU mode the receiver
CSI threshold for potential link capacity, below which it would be better
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8.3 Channel-Aware Scheduling with Fixed PHY modes

to use some other link instead, is related to the average performance of
the other links. Next, if for a particular user not all the streams have
good CSI, the question arises whether it would be better to transmit on
all the streams, since transmitting via a bad stream may also lead to a
successfull transmission, or to serve just the good streams, which makes
the transmission more robust (this question will actually be answered in
Section 8.4 that deals with spatial adaptation).

The answers to these questions also depend on the application: if it is
data transmission, then the robustness is more important than in case of
streaming applications, where sometimes even in case of erroneous recep-
tions, retransmissions are not necessary. This has already been observed
in [Vornefeld et al., 1999].

8.3.2 Performance Analysis

The downlink of the AP scenario is used for the performance evaluation
of channel aware schedulers with fixed PHY mode. All the stations are
assumed located at the same distance from the AP, thus the probability
of starvation is minimized since the stations have the same average fading
levels. It is assumed that the channel state information of all the users is
present at the receiver; at first, the overhead produced for feedback of that
information is not considered, but it is treated in detail in Section 8.5.

The maximum tolerable PER is set to 10−2, and the capacity threshold
is set to 0. The simulations are done for the number of connections varying
from 1 to 20 in overload conditions. The distance between the AP and
the other stations is varied in a way that the average SNR at the receiver
takes values from 5 dB to 50 dB. The 54 Mb/s PHY mode is used for both
SU and MU transmission strategies.

SU-DCF

The throughput in SU-DCF is plotted in Figure 8.7. Dependency on
the average input SNR varies with the number of users, since multiuser
diversity is exploited.

In the low SNR region, transmissions are not possible since the proba-
bility that the post-processing SNR on the channel reaches the threshold
value is very low. As the SNR grows, more packets are correctly received.
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Figure 8.7: Throughput for SU-DCF with channel aware scheduler with fixed
PHY modes in case of perfect channel knowledge

By applying the channel aware scheduler, multiuser diversity is exploited,
therefore with an increased number of users the performance is signifi-
cantly improved. This effect is particularly strong at 25 dB.

As the SNR further grows, the throughput reaches the values derived in
Section 7.2.2, independently on the number of users, since for all of them
the channel is with very high probability in good state.

MU-DCF

The results in case of MU-DCF are presented in Figure 8.8 under OFDMA
signaling, and in Figure 8.9 for TDMA signaling.

Same as in SU-DCF, the throughput under extremely low SNR is zero,
and under high SNR it reaches the theoretical capacity. However, the
performance at moderate SNR differs from that of SU-DCF.
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Figure 8.8: Throughput for MU-DCF with OFDMA signaling with channel
aware scheduler with fixed PHY modes in case of perfect channel
knowledge

With MU transmission, the number of users has more impact on the
performance of the system. The throughput grows much faster in MU-
DCF than in SU-DCF. The reason is that when the SNR level is not
very high, the probability that all the post-processing SNR values of one
receiver are also high is not big, and that determines the performance in
SU case. On the other hand, in MU case the resolution of exploiting the
multiuser diversity is higher: each antenna is transmitting a data packet
to the receiver which can hear that antenna with the highest SNR, and
the receiver is not unique.

MU-DCF with OFDMA signaling performers better than SU-DCF.
However, the performance of MU-DCF with TDMA is somewhat differ-
ent. As for the scheduler algorithm, it gives the identical decisions in both
cases, thus that is not the source of difference.

127



8 Channel-Aware Scheduling

 0  2  4  6  8  10  12  14  16  18  20 0

 10

 20

 30

 40

 50

 0

 20

 40

 60

 80

 100

 120

Throughput [Mb/s]

Number of connections

SNR [dB]

Throughput [Mb/s]

Figure 8.9: Throughput for MU-DCF with TDMA signaling with channel
aware scheduler with fixed PHY modes in case of perfect chan-
nel knowledge

In previous chapters it has been shown that the overhead with TDMA
signaling can be very high, particularly when the number of distinct re-
ceivers of a MIMO frame is high, since all have reply to an M-RTS mes-
sage. When the number of connections in the system grows, the average
number of distinct receivers of a MIMO frame also grows and so does
the signaling overhead. Therefore the slope of throughput vs. number of
connections in moderate SNR level is not as steep as in case of OFDMA
signaling. Also, when SNR is high the throughput decreases with the
number of connections owing to high signaling overhead. This effect has
been shown also in Section 7.2.2. Besides this, high overhead with TDMA
signaling contributes to channel incertainty.

For more detailed and quantitative comparison of the analyzed algo-
rithms, their throughput vs. number of connections is plotted in Fig-
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8.3 Channel-Aware Scheduling with Fixed PHY modes

ure 8.10 at 25 dB and 30 dB SNR. At 25 dB, MU-DCF with OFDMA
signaling performs best. The difference in the throughput compared to
SU-DCF is more than 30 Mb/s. As for MU-DCF with TDMA signaling,
although it exploits the multiuser diversity in the same manner and degree
as MU-DCF with OFDMA signaling, on the MAC lever its throughput is
less then 10 Mb/s higher than that of SU-DCF.
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Figure 8.10: Throughput of SU-DCF, and MU-DCF with OFDMA and
TDMA signaling at 25 dB and 30 dB SNR in case of perfect chan-
nel knowledge

At 30 dB the performance looks different: SU-DCF becomes signifi-
cantly better then MU-DCF with TDMA signaling, since the average
number of “good” streams for the “best” user is increased. However,
MU-DCF with OFMDA signaling still performs better due to the higher
scheduler flexibility, particularly when the number of stations is small.
MU-DCF with TDMA has about 20 dB lower performance due to the
high overhead.

For practical systems that, typically, are not operated in overload con-
dition, MU-DCF with OFDMA signaling appears preferable to SU-DCF
also from the reason that under SU there might not always be enough
packets ready to fill a MIMO frame.
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8.3.3 The Impact of CSI Uncertainty

In Section 8.2 it was described how the time varying fading impacts the
accuracy of the post-processing SNR in the feedback from the receivers.
The performance analysis of the channel aware scheduler operating on
these inaccurate values is presented in this section.

In Figures 8.11(a) and 8.11(b) the levels of the throughput at 25 dB
and 30 dB SNR are presented for SU-DCF and both versions of MU-DCF
when the channel time correlation function is 0.0 and 0.75, respectively.
In the first case, SU-DCF throughput does not depend on the number
of stations (in case of MU-DCF it reduces due to the higher overhead),
since there is no scheduling gain. This performance also corresponds to
the case without channel aware scheduling. Hence, figure 8.11(a) can be
used as a reference for the scheduling gain.

The throughput in case of a channel time correlation 0.75
(Figure 8.11(b)) is naturally smaller than in case of perfect channel knowl-
edge. MU diversity can still be exploited, but to a smaller degree, thus the
steepness on the throughput vs. number of connections curves is smaller
compared to Figure 8.10.

In Figure 8.12 the performance of SU-DCF and OFDMA based MU-
DCF is compared in the presence of 20 connections with varying channel
time correlation. It is interesting to notice that in case of no correlation
the performance is practically the same in SU and MU mode. Fine grained
scheduling does not bring any benefit since the expectation of the post-
processing SNR is the same in both cases. With increasing correlation of
the estimated and used channel, throughput increases as well.

The throughput values are listed in Table 8.1 for two cases, perfect
channel knowledge and no CSI at the transmitter, with 20 connections.
The scheduling gain is particularly high at 25 dB SNR for MU-DCF, where
the throughput is increased five-fold with the channel aware scheduler.

In case of low correlation of the estimated and used channel, high PER
degrades throughput, but also time is wasted for unsuccessfull transmis-
sions. Thus service time increases.

In Figure 8.13 service time at 25 dB SNR in case of perfect and no
channel knowledge is depicted. The service time remains low in case of
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Figure 8.11: Throughput of SU-DCF, and MU-DCF with OFDMA and
TDMA signaling at 25 dB and 30 dB SNR, with different channel
time correlation coefficient

perfect channel knowledge, particularly in MU case; on the other hand,
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Figure 8.12: Throughput for different channel time correlation coefficient

with no correlation between the estimated and used channel matrix the
service time grows linearly with the number of stations, in both SU and
MU cases. Besides high service time, high PER introduces unpredictable
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8.3 Channel-Aware Scheduling with Fixed PHY modes

Table 8.1: Throughput in the network with 20 connections

SNR 25 dB 30 dB

Perfect CSI

SU-DCF 73.42Mb/s 100.45Mb/s

MU-DCF, TDMA 76.93Mb/s 78.53Mb/s

MU-DCF, OFDMA 99.69Mb/s 101.89Mb/s

No CSI

SU-DCF 18.25Mb/s 59.08Mb/s

MU-DCF, TDMA 13.25Mb/s 42.96Mb/s

MU-DCF, OFDMA 18.18Mb/s 59.03Mb/s
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Figure 8.13: Service time of SU-DCF, and MU-DCF with OFDMA and
TDMA signaling at 25 dB SNR at different channel time cor-
relation coefficient

delay on higher layers, as well as low channel efficiency.
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8 Channel-Aware Scheduling

8.4 Channel-Aware Scheduling with Adaptive
Modulation and Coding (AMC)

In this section more degrees of freedom are given to the channel aware
scheduler. Instead of only deciding if the particular spatial subchannel
is in good state, or how many good subchannels a station can establish,
and then use the channel with the predefined PHY mode, the improved
scheduler can choose the optimum PHY mode for the given channel real-
ization.

Additional degrees of freedom are added gradually: in the first step,
the scheduler performs only AMC on each stream, while the number of
streams, and thus the MIMO scheme is fixed. In the second step, the
scheduler determines the optimum number of streams for the given chan-
nel realization. There, the so called Spatially Adaptive Modulation and
Coding (SAMC) is performed prior to applying per-stream AMC.

At first, only link level performance is analyzed, followed by investiga-
tion of MU diversity gain on the system level.

8.4.1 Link Level Study

AMC with Fixed MIMO scheme

AMC for a MIMO link is described in Algorithm 8.3. The algorithm
operates as a conventional AMC algorithm, with the difference that is
uses post-processing SNR values as input parameters to assign the PHY
mode for each transmit antenna.

In case that PHY modes can vary on each stream, the lowest chosen
PHY mode will determine the duration of the MIMO frame transmission.
From the PHY modes defined in IEEE 802.11a standard (Table 4.2), only
a subset is used: 12 Mb/s, 24 Mb/s, 36 Mb/s and 48 Mb/s. In order to have
a fair comparison, all the MIMO frames are built in a way that their length
corresponds to the length of a frame transmitted at 12 Mb/s, even if that
is not the lowest used PHY mode. Using the MIMO frame structure as
shown in Figure 8.14, the number of packets transmitted with bitrate r on
a certain transmit antenna is r

12 Mb/s . It should be noted that this MIMO
frame structure has the potential to achieve substantially lower effective
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8.4 Channel-Aware Scheduling with AMC

overhead than previously analyzed scheme, where only one packet per
transmit antenna was scheduled within one transmission window, thus
direct comparison of these schemes is not possible.

48 Mb/s

12 Mb/s

24 Mb/s

36 Mb/s
Packets of
the same 
size

Figure 8.14: MIMO frame structure with variable PHY mode of individual
data streams; only a subset of IEEE 802.11a PHY modes is used

Algorithm 8.3 AMC for a MIMO link

for (each transmit antenna j) do
ppSNRj = post-processing SNR for antenna j
Assign the highest PHY mode rj to antenna j, so that PER < PERmax

Schedule
rj

12 Mb/s
packets for transmission from antenna j

end for

In Figure 8.15 MAC level data rate vs. SNR over a single link using a
fixed number of streams and AMC is presented. Links with 1, 2, 3 and
4 transmit antennas are analyzed under a maximum tolerable PER 10−2.
The data rate with AMC is plotted with solid lines, whereas the other
line styles correspond to fixed PHY modes. One would expect that the
solid line would be exactly the envelope of the other ones. However, it
can be seen that in all cases the solid line outperforms the fixed PHY
mode policy, particularly in SNR regions where the curves corresponding
to neighboring PHY modes intersect.

The reason for this is the following: when PHY modes are fixed, the
same PHY mode is used for each channel realization, independently of the
post-processing SNR level. With AMC over a MIMO link, adaptation is
done over the post-processing SNR level of each stream individually. If
the adaptation had been done over the average SNR value, thus the same
PHY mode would have been assigned to each transmit antenna, then the
solid line would have matched the envelope of the data rate achieved by
fixed PHY mode assignment. It can also be seen that the gain grows with
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(c) 3 × 4 antenna link
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Figure 8.15: Data rate with AMC with varying number of transmit antennas

the number of used spatial subchannels; the reason is that the variance of
post-processing SNR is higher in pure multiplexing schemes, as shown in
Section 6.1.3.

The capacity gain over fixed PHY mode assignment is plotted in Fig-
ure 8.16 for different maximum tolerable PER values: 10−1, 10−3 and
10−5. The first thing to notice is the shape of the curves: there are three
peaks, each corresponding to a switching point between two neighboring
PHY modes, and they happen at approximately same SNR. The higher
the data rate of these PHY modes is, the higher is also the gain: it goes
beyond 25 Mb/s at about 29 dB with 10−1 maximum tolerable PER.

The shapes of the curves corresponding to different maximum tolerable
PER levels are the same. However, the exploited capacity gain grows with
that level because of less restrictive PHY mode assignment. However, the
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number of packet errors also grows, increasing retransmission frequency
and degrading the performance of higher layers.
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Figure 8.16: Capacity gain achieved with AMC under fixed MIMO (4 × 4
antenna link)

Spatially Adaptive Modulation and Coding (SAMC)

By relaxing the constraint about the fixed MIMO scheme, the adaptive
scheduler applies so called SAMC, that is described in Algorithm 8.4. The
algorithm compares the post-processing SNR and related PHY modes over
all possible

(
Mt

k

)
k-combinations of transmit antennas, with k = 1 · · ·Mt,

and the combination that achieves the maximum data rate is selected.
This is a combination of antenna selection and AMC.

Figure 8.17 compares AMC over 1 × 4, 2 × 4, 3 × 4 and 4 × 4 antenna
links to the SAMC algorithm at PER 10−2. In the figure, the data rate
vs. SNR is presented. Again, the SAMC curve does not match the enve-
lope of AMC curves with fixed MIMO scheme, but more flexibility in the
scheduling algorithm brings additional capacity gain.

It is also interesting to compare the data rate achievable with SAMC
using different maximum tolerable PER levels as presented in Figure 8.18.
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Algorithm 8.4 SAMC for a MIMO link

for (k = 1, k <= Mt, k + +) do
for (each k-combination Ck,c of transmit antennas, R(T ) = 1 · · · `

Mt
k

´
) do

for (each active transmit antenna j) do
ppSNRk,c,j = post-processing SNR for antenna j
Assign the highest PHY mode rk,c,j to antenna j, so that PER <
PERmax

Allocate antenna j for transmission of
rk,c,j

12 Mb/s
packets

end for
Aggregate bitrate for combination Ck,c is calculated as rk,c =

P
j rk,c,j

end for
end for

Choose the combination of antennas Cns,ks , (ns, ks) = arg maxk,c(rk,c), and

the corresponding PHY modes for data transmission
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Figure 8.17: AMC with fixed MIMO scheme compared to SAMC at PER =
10−2

The highest data rate is achieved with the highest tolerable PER: the dif-
ference at 20 dB SNR for the PER values considered is more than 20Mb/s.

In Figure 8.19 SAMC capacity gain over corresponding AMC is plotted
for different maximum tolerable PER levels. The capacity gain is approx-
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Figure 8.18: Data rate with SAMC algorithm with different maximum toler-
able PER levels

imately the same for all the cases analyzed, but it is shifted in SNR, so
that the same gain is achieved earlier in case of higher tolerable PER than
in case of lower tolerable PER.

It should be also noted that with AMC, the exact values of achieved
gain highly depend on PHY modes over which the adaptation is done;
however, the conclusions made here still apply in general.

In Figure 8.19 the average number of used transmit antennas with
SAMC is plotted. It shows the tendency of using larger number of spatial
streams when the SNR value grows. Occasional stagnation intervals occur
due to the selected subset of PHY modes: for a certain SNR value using
less streams with higher PHY mode yields higher data rate then using
more streams with lower PHY mode.

The Impact of Channel Uncertainty

The accuracy of channel knowledge impacts the scheduler performance
with both AMC and SAMC algorithms. Figure 8.20 compares SAMC and
AMC with fixed MIMO and PER= 10−2 when the used and estimated
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Figure 8.19: Capacity gain and the mean number of transmit antennas with
SAMC algorithm with different maximum tolerable PER levels

channels are uncorrelated (outdated channel knowledge).
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Figure 8.20: AMC data rate with fixed MIMO scheme compared to SAMC at
R(T ) = 0 and PER = 10−2
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Under this condition, a spatial adaptation deteriorates the performace,
because of the “greedy” behavior of the scheduler: e.g. at 23-30 dB SNR,
the SAMC scheduler performs worse than the AMC scheduler with fixed
3 × 4 antenna scheme. The reason is the following: as depicted in Fig-
ure 8.19, spatially adaptive scheduler chooses preferentially the 4 × 4
antenna scheme, that leads to lower average post-processing SNR than
3 × 4 antenna scheme. If the AMC algorithm is applied on these es-
timated post-processing SNR values, although they will differ from the
actual post-processing SNR values, with 3 × 4 antenna scheme the prob-
ability is higher that the actual post-processing SNR level will not drop
below the threshold for the chosen PHY mode.

In Figures 8.21(a) and 8.21(b) the data rate with SAMC algorithm
under variable degree of channel uncertainty in terms of channel time cor-
relation is presented, for a maximum tolerable PER of 10−1 and 10−5,
respectively. The performance is evaluated for the channel time correla-
tion coefficients of value 1.0, 0.75 and 0.0. It can be seen that the dif-
ference among the curves with the higher PER threshold is much larger
than for of lower PER thresholds. The reason is that under high PER,
the choice of PHY mode is more sensitive to channel estimation inaccu-
racy: a small decrease of post-processing SNR might push PER to very
high values, whereas under low PER threshold even if the corresponding
post-processing SNR decreases, PER remains low.

8.4.2 System Level Study

Previously described link adaptation methods are applied in the sched-
ulers, that are specified by Algorithms 8.5, 8.6 and 8.7. The first one
applies AMC for each stream in SU mode, and chooses the user that
maximizes the data rate; Algorithm 8.6 applies AMC in MU mode, and
Algorithm 8.7 applies the SAMC in SU mode. SAMC in MU mode is not
considered due to complexity; however, in MU mode the presence of MU
diversity is expected to compensate for incomplete adaptivity.

The main goal of the analysis in this chapter is the comparison of ca-
pacity gains achieved on the system level with spatial adaptation and SU
transmission on one hand, and MU diversity on the other. The perfor-
mance evaluation is done for the AP scenario, for a variable number of
stations, under varied distance from the AP. For the fixed MIMO scheme
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Figure 8.21: Data rate with SAMC for different channel time correlation levels
with different maximum tolerable PER

schedulers, the 4 × 4 antenna scheme is used.
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Algorithm 8.5 SU scheduler with AMC and fixed MIMO scheme

Collect CSI;

for (each receiver Rxi) do
if (there is CSI feedback from Rxi) then

for (each transmit antenna j) do
Assign the highest PHY mode rj to antenna j, so that PER <
PERmax

end for
Calculate the aggregate bitrate ri for receiver Rxi

Put Rxi into group I
else

mi = time when the HoL packet of the FIFO queue
corresponding to Rxi was created

Put Rxi into group II
end if

end for

s = arg maxi(ri), Rxi ∈ group I
if ri > threshold then

for (each transmit antenna j) do
Schedule

rs,j

12 Mb/s
packets for transmission from antenna j

end for
else

s = argmini(mi), Rxi ∈ group II
For each transmit antenna schedule one packet from user s for transmission
using the lowest PHY mode

end if

In Figure 8.22 throughput vs. SNR with the described scheduling algo-
rithms is presented. Four cases are observed: 1 and 10 connections, both
in case of perfect channel knowledge at the transmitter, and in case of no
correlation between the estimated and used channel.

Figure 8.22(a) shows the throughput in case of 1 connection and per-
fect channel knowledge. Naturally, schedulers with fixed MIMO scheme
with 1 connection only have the same performance in MU and SU mode.
The scheduler with SAMC has significantly better performance, particu-
larly when SNR is between 15 dB and 25 dB, since the MIMO scheme is
adapted.
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Algorithm 8.6 MU scheduler with AMC and fixed MIMO scheme

Collect CSI;

for (each receiver Rxi) do
if (there is CSI feedback from Rxi) then

for (each transmit antenna j) do
Assign the highest PHY mode ri,j to antenna j, so that PER <
PERmax

end for
put Rxi into group I

else
mi = position of the oldest packet for Rxi in the queue
put Rxi into group II

end if
end for

for (each transmit antenna j) do
among the receivers that achieve the rate maxi(ri,j), Rxi ∈ group I,
find the receiver Rxs with the oldest packet in the data queue
if rs,j > threshold then

Schedule the
rs,j

12 Mb/s
packets for Rxs

if Rxs has no more packets in the queue then
Remove Rxs from group I

end if
else

s = arg mini(mi), Rxi ∈ group II
Schedule the packets for Rxs

if Rxs has no more packets in the queue then
Remove Rxs from group II

else
mi = position of the next oldest packet for Rxi in the queue

end if
end if

end for

In the presence of MU diversity with 10 connections in Figure 8.22(b),
all the algorithms show better performance. However, the schedulers with
fixed MIMO scheme benefit more from MU diversity, thus the difference in
performance of the three algorithms is decreased. The scheduler with the
fixed MIMO scheme operating in SU mode has the poorest performance.
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Algorithm 8.7 Scheduler with SAMC

Collect CSI;

for (each receiver Rxi) do
for (k = 1, k <= Mt, k + +) do

for (each k-combination Ck,c of Tx antennas, R(T ) = 1 · · · `
Mt
k

´
) do

for (each active transmit antenna j) do
Assign the highest PHY mode ri,k,c,j to antenna j,
so that PER < PERmax

Allocate antenna j for transmission of
ri,k,c,j

12 Mb/s
packets

end for
Aggregate bitrate for combination Ck,c is calculated as
ri,k,c =

P
j ri,k,c,j

end for
end for
Choose the combination of antennas Ci,ns,ks , (ns, ks) = argmaxk,c(ri,k,c),
and the corresponding PHY modes

end for

Schedule packets to the receiver p for transmission, p = arg maxi Ci,ns,ks

With 10 connection, when SNR is high, MU scheduler has the lowest
throughput due to higher overhead.

The performace in the two analyzed scenarios in the presence of high
channel uncertainty is illustrated in Figures 8.22(c) and 8.22(d). Although
performance is degraded with both scenarios (1 and 10 connections), it
can be seen that with 10 connections the throughput is reduced more. The
reason is that under MU diversity the transmitter sees the equivalent chan-
nel better than it really is. Therefore, the scheduler with adaptive MIMO
scheme wrongly chooses a MIMO scheme with more spatial streams as
visible from the average number of active transmit antennas vs. SNR for
variable number of connections in Figure 8.23. Moreover, the scheduler
tends to apply higher valued PHY modes. However, since the estimated
channel is not correlated with the channel at the time it is used, “bigger”
mistake is made than if more robust MIMO scheme and PHY had been
chosen.

This effect is also visible from Figure 8.24, where throughput vs. num-
ber of connections at 20 dB SNR is shown, for three values of channel
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(c) 1 connection, R(T ) = 0.0
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(d) 10 connections, R(T ) = 0.0

Figure 8.22: Throughput with different scheduling policies vs. SNR, for vary-
ing number of stations with perfect (R(T ) = 1.0) and outdated
(R(T ) = 0.0) CSI

correlation function R(T ): 1.0, 0.75 and 0.0. With perfect channel knowl-
edge (Figure 8.24(a)), the capacity gain due to MU diversity can be seen.
Since the SNR is not very high, the best performance is achieved by the
MU scheduler.

However, when R(T ) reduces to 0.75, the performance dramatically de-
teriorates (Figure 8.24(b)). It can be seen that the scheduler with SAMC
gives much better performace than the other ones, since it uses more
robust MIMO schemes. The performance in this case is closer to the per-
formance of no correlation of estimated and used channel (Figure 8.24(c))
than to that of perfect channel knowledge.

Therefore, channel aware schedulers should be applied with caution,
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Figure 8.23: The average number of transmit antennas selected by SAMC
algorithm depending on the number of connections

as already suggested when discussing the standard deviation of post-
processing SNR given in Figure 6.5. Not only that channel aware schedul-
ing does not provide any gain in case of low correlation of estimated and
used channel, but it may even lead to worse performance than schedulers
that do not take into account any CSI.

8.5 CSI Feedback Provision

In the foregoing analysis it has been assumed that the CSI is known at
the transmitter. In this section the focus is on the overhead produced
when providing this information by the receiver.

The first question which is naturally raised is related to the number of
the stations which are to send their channel feedback. either in TDMA or
in OFDMA manner. More precisely, when does the overhead for providing
channel feedback to the transmitter cost more than what is gained by
applying channel aware scheduling?

Transmitting in OFDMA manner increases the complexity of the sys-
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Figure 8.24: Throughput with different scheduling policies at 20 dB SNR vs.
number of connections, varying channel time correlation

tem, but significantly reduces the time needed for the stations addressed
by MU-RTS to transmit their CSI within M-CTS frames. Figure 8.25
gives the minimum factor by which the throughput should increase with
channel aware scheduling in order to justify the time needed by the trans-
mitter to collect the CSI from 1, 5 and 10 stations for a duration of the
transmission window in the range from 0 to 1 s. Clearly, there is no in-
terest in all parameter combinations where the increase factor is 1.0 or
below

The figure shows that using the channel knowledge for very short trans-
mission windows requires very high scheduling gain, particularly with
TDMA signaling. On the other hand, the longer the transmission window
is, the less reliable is the CSI, particularly at the end of the transmission,
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Figure 8.25: Overhead produced by CSI feedback

due to time variant channel fading.

This leads to another advantage of OFDMA compared to TDMA sig-
naling, and that is the fact that since the transmission of CSI lasts shorter,
the time between the channel estimation and its usage is shorter, too, thus
the post-processing SNR correlation is expected to be higher.

Referring to Figure 8.1, since the the duration of one M-RTS - M-CST
- data - M-ACK cycle is about 400 μs with data frame length of 1024 byte
at 54 Mb/s, channel aware scheduling can be applied only in prevailingly
stationary scenarios. Otherwise, the estimated channel matrix will not
be up-to-date and the scheduler decision will be far from optimum. This
applies for both higher terminal speeds and higher frequencies.

8.6 Summary

This chapter gave some important insights on channel aware scheduling
in MU environment under channel uncertainty. In the first step, the
analysis of the post-processing SNR correlation revealed high sensitivity
to imperfect correlation of estimated and used channel matrix. Then,
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8 Channel-Aware Scheduling

channel aware scheduling with different degrees of freedom are analyzed,
on the link and system level, and with perfect and outdated CSI.

SU schedulers generally fail to exploit MU diversity in the same extent
as MU schedulers. However, even in the presence of MU diversity, in low
SNR range spatial adaptation proves to be better approach, by trading
multiplexing gain for diversity.

Outdated CSI that affects the accuracy of estimated post-processing
SNR also translates to degraded performance of schedulers. That applies
in particular in the presence of MU diversity, since in that case the sched-
uler sees that channel better that it actually is and wrongly assigns more
streams and applies higher valued PHY modes.
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CHAPTER 9

Conclusion

MIMO communications are globally seen as a key technology for the next
generation wireless networks (e.g. 3GPP LTE, IEEE 802.16 and IEEE
802.11n), because of their potential to dramatically increase the system
performance (such as capacity or robustness of transmissions) without the
additional power of bandwidth.

This thesis deals with higher layer aspects of MIMO systems, in par-
ticular MAC layer. The performance of different MIMO schemes, with
different system parameters varied is investigated on the proposed IEEE
802.11 based MAC protocol with support for spatial multiplexing using
multiple antennas.

The analyzed protocol allows for freedom in transmission strategies.
The comprehensive analysis given in this thesis has shown the benefits
and drawbacks of SU and MU transmission strategies. It has been shown
that the system performace highly depends on the traffic characteristics
and the network size. It can be summarized that SU mode is preferable
in systems with smaller number of stations and connections, with applica-
tions that are not delay-sensitive, and that produce relatively monotonous
traffic. In case of real-time applications, and with higher number of con-
nections, although providing lower saturation throughput, MU mode has
higher potential for providing timely packet delivery.

The performance of the protocols is also compared in the presence of
channel aware scheduler. Fine-grained MU adaptation algorithms have
higher potential for better performance than the coarse-grained SU or
non-adaptive ones, for the price of higher complexity. However, when the
MIMO scheme is also a subject to adaptation algorithm, it gives better
performance than MU schedulers, particularly in low SNR range.

Analysis in the presence of channel uncertainty has shown high sen-
sitivity of the analyzed algorithms to imperfect correlation of estimated
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9 Conclusion

and used channel matrix. Not only that channel aware scheduling does
not provide any gain in case of low correlation of estimated and used
channel, but it may lead to worse performance than schedulers that do
not take into account CSI. That applies in particular in the presence of
MU diversity, since this improves the quality of the channel seen by the
transmitter, and leads to choosing higher and less robust PHY modes.
This indicates the importance of accuracy of CSI on both sides on com-
munication link, which is one of the biggest challenges in approaching the
theoretical MIMO channel capacity.
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APPENDIX A

Description of MACNET2
Simulation Tool

MACNET2 [Peetz, 2003, Orfanos, 2006] is an event driven simulation tool
developed at the Chair of Communication Networks, RWTH Aachen, for
the performance evaluation of HiperLAN/2 and IEEE 802.11 MAC pro-
tocols, including MC-CDMA based IEEE 802.11. As a part of this thesis,
SU-DCF and MU-DCF protocols, as well as a detailed channel model have
been implemented in the simulator.

An overview of the structure of the MACNET2 simulation tool is given
in Figure A.1. The protocol is implemented in Specification and Descrip-
tion Language (SDL)1 and C++ is used, primarily for the channel model
and simulation control.

The MIMO channel model, including the receiver algorithms have been
implemented in C++ and form a separate module. The SDL module
Terminal contains the MAC protocol functionality, and an interface to
PHY. SDL graphical representation is translated to phrase representation
and converted to C++ code. Besides implementing the standard functions
such as channel sensing, this module contains the scheduler algorithm
implementations. Different traffic types are provided in the traffic Load
Generator module, and the flow of the simulation is managed by the
Simulation Control module.

MACNET2 is a system level simulator, and as such allows for setting up
scenarios with arbitrary number of stations and their positions (high num-
ber of stations, however, increases the simulation time). In the following,
more detailed description of MACNET2 is given: protocol implementa-
tion is addressed in Sections A.1 and channel modeling in Section A.2.

1SDL is a specification language standardized as International Telecommunication
Union (ITU) Recommendation Z.100.
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Figure A.1: MACNET2 Simulator

Section A.3 gives an overview of the implementation of channel aware
schedulers, including channel uncertainty.

A.1 Protocol Specification

SU-DCF and MU-DCF are implemented in the SDL part of the simulator,
including the control frame exchange as described in Section 5, and TDMA
and OFDMA based signaling. Both transmitter and receiver modules
are affected: the transmitter transmits a set of data packets combined
into a MIMO frame, which are separated at the receiver. The receiver
uses the information about the receive SNR that is encoded in each data
packet to evaluate the correctness of reception. In case of operating in MU
mode, the transmitter has to decide which receivers to poll in the MU-
RTS frame, as well as which data frames to combine in a MIMO frame.
This is implemented according to the scheduling algorithms described in
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A.2 Channel Model

Section 8.

A.2 Channel Model

In order to model MIMO communication on PHY, MIMO channel ma-
trix is generated between each transmitter-receiver pair. Dimensions of
the matrix depend on the number of antennas that are present at the
stations, which is a simulation parameter. Channel transfer functions
between each transmit/receive antenna pair are independent and identi-
cally distributed zero-mean circularly symmetric complex Gaussian ran-
dom variables with unity variance, constant over the time of one channel
access, change though for each channel use and are uncorrelated in time,
as described in Section 3.2.1.

Post-processing SNR, calculated using MMSE of ZF algorithm, that
corresponds to a certain stream is associated with all the packets that are
transmitted on that stream, i.e. for the given transmitter, to the receiver
and using the corresponding transmit antenna.

A.3 Scheduling Algorithms

Channel aware scheduling algorithms are specified in SDL. The scheduler
module receives from all the stations their CSI in the form of correspond-
ing post-processing SNR. In case of SAMC algorithm, the station feeds
back the optimum MIMO scheme together with the corresponding SNR.
Then, CSI feedbacks are processed together with the state of queues con-
taining data packets ready for transmission, in order to generate a MIMO
frame and transmit it.

A.3.1 Channel Uncertainty Modeling

With perfect channel knowledge at the transmitter, CSI, i.e.
post-processing SNR at the time of channel estimation is the same as
that at the time of reception. The case of channel uncertainty is some-
what more complex than the case of perfect channel knowledge.

When the channel matrix at the time of channel estimation is generated,
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another channel matrix, corresponding to the time of data transmission is
also generated. The entries of the second channel are correlated with the
corresponding entries from the first one, and the correlation is specified
by the correlation coefficient that is an input parameter.

When the receiver sends CSI feedback, it does not send only the post-
processing SNR values at the time of channel estimation, but also those at
the time of MIMO frame reception. The scheduling algorithm then uses
the first set for making a scheduling decision after the given algorithm, and
the second set of post-processing SNR values is associated with packets
depending on the receiver, and antenna it is transmitted from.
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Aijaz, Daniel Bültmann, Martha Lucia Clavijo-Velasco, Michael Einhaus,
Guido R. Hiertz, Ralf Jennen, Ole Klein, Georgios Orfanos, Arif Otyak-
maz, Doro Pawelzick, Benedikt Wolz, Yunpeng Zang. I would also like to
express my appreciation to Hans-Jürgen Reumermann and Dee Denteneer
from Philips Eindhoven in the Netherlands for the great cooperation dur-
ing our common project work. Many thanks I owe to my students Javier
Cerezuela, Jing Zhao, Minh Phu Doan and Jordi Gomez Garcia, whose
contributions helped my research work as well.

Special thanks I owe to following people: to my parents Slavica and
Novica Mirković, my sister Natasa Mirković Letourneut, my brother in
law Leonardo Letourneaut, my friends, in particular to Boris Pijetlović,
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