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ABSTRACT

The Institute of Electrical and Electronics Engineers, Inc. (IEEE) standards
802.11a,e are currently established as worldwide standards for Wireless Lo-
cal Area Networks (WLANs). Applying Carrier Sense Multiple Access with
Collision Avoidance (CSMA/CA), the Distributed Coordination Function
(DCF) and Enhanced Distributed Coordination Function (EDCF) protocols
deploy minimum complexity in Medium Access Control (MAC), while the
use of Orthogonal Frequency Division Multiplex (OFDM) in Physical layer
(PHY), promises high data rates of up to 54 Mbit/sec.

The system throughput at MAC layer is though reduced both, from the
overhead and in so called hot spot scenarios by the high number of col-
lisions which limit the system’s performance and consequently its Quality
of Service (QoS) achievements. A possible improvement, is the applica-
tion of a new multiple access method, namely Multi-Carrier Code Division
Multiple Access (MC-CDMA). MC-CDMA is a novel, high capacity, multi-
carrier modulation scheme, which is developing to a key radio transmission
technology for future WLANs.

Besides the fact that its Bit Error Rate (BER) performance (in fully
loaded indoor communication systems) is due to the spreading gain better
than that of Orthogonal Frequency Division Multiple Access (OFDMA),
when low or no mobility scenarios are considered, MC-CDMA can reduce
the probability of collisions, due to its inherent characteristic of operat-
ing parallel, from spreading sequences distinguished, channels in the same
frequency channel. Thus the system throughput enhances and the delay
reduces. The system throughput profits further as spreading improves the
ratio of frame length to guard intervals, thus implicitly reducing the over-
head.

This thesis provides an overview of the MC-CDMA technique, and a
performance evaluation in real multiuser transmission channel conditions.
Further, the MC-CDMA is applied in the PHY of the IEEE 802.11a system.
Accordingly, the needed modifications to the MAC protocol are done. In
this respect, a new DCF for the MAC protocol is presented and evaluated,
optimized for the multi channel structure of a MC-CDMA network, called
Coded-Distributed Coordination Function (C-DCF), which achieves high
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efficiency.
However in adhoc Code Division Multiplex Access (CDMA) networks

near-far effects can block a receiver due to high interference. These effects
occur when a receiving station is closer to an interferer than to its corre-
sponding transmitter. Accordingly, the receiver cannot detect the intended
signal out of the received one and the data transmission fails.

Therefore the distributed, WLAN, MAC protocol presented in this thesis
is enhanced by adaptation algorithms, which mitigate the effects of the near-
far problem, and allow WLANs to improve significantly their performance
and achieve high efficiency even under heavy multiuser interference, as is
typical for ad-hoc operation.



KURZFASSUNG

Die Standards 802.11a,e des Institute of Electrical and Electronics Engi-
neers, Inc. (IEEE), sind heute als weltweite Standards für Wireless Local
Area Networks (WLANs) etabliert. Die Anwendung von Carrier Sense Mul-
tiple Access with Collision Avoidance (CSMA/CA), minimiert sowohl bei
Anwendung in Form des Distributed Coordination Function (DCF) als auch
des Enhanced Distributed Coordination Function (EDCF) Protokolls, die
Komplexität des Medium Access Control (MAC) Protokolls, wobei mit dem
Orthogonal Frequency Division Multiplex (OFDM) Verfahren im Physical
layer (PHY) Datenraten bis 54 Mbit/sec erreicht werden können.

Der Systemdurchsatz wird erheblich durch den grossen Overhead Anteil
und (in hot spot Szenarien) durch die grosse Anzahl von Kollisionen von
Paketübertragungsversuchen beschränkt. Dies limitiert die Leistung des Sy-
stems und seine Möglichkeiten Dienstgüte zu unterstützen erheblich. Eine
mögliche Verbesserung stellt die Anwendung eines neuen Vielfachzugriffver-
fahrens dar: Multi-Carrier Code Division Multiple Access (MC-CDMA).
MC-CDMA ist ein Multiträgerverfahren, das mit seiner grossen Kapazität
erwarten lässt eine wichtige Technik für zukünftige WLANs zu werden.

Die Leistung des neuen Verfahrens in der physikalischen Schicht ist we-
gen des Spreizgewinns (unter voller Last in einem stationären oder quasi-
stationären Kommunikationssystem) besser als Orthogonal Division Multi-
ple Access (OFDMA). Ausserdem hat MC-CDMA die Fähigkeit, die Kol-
lisionswahrscheinlichkeit zu senken, weil es den Frequenzkanal in mehrere
parallele, im Codebereich von einander getrennte Kanäle teilt und Kanalzu-
griffe parallelisiert, wodurch der Systemdurchsatz erhöht wird. Der Durch-
satz steigt ausserdem, weil das Spreizverfahren das Verhältnis von Rah-
menlänge zu den Schutzzeiten des Protokolls verbessert, was eine implizite
Verkleinerung des Overhead bedeutet.

Diese Arbeit liefert einen Überblick vom MC-CDMA, und eine Lei-
stungsbewertung des Verfahrens unter realistischen Betriebsbedingungen
mit mehreren gleichzeitigen Übertragungen verschiedener Nutzer. MC-
CDMA wird in der physikalischen Schicht eines IEEE 802.11a Systems an-
gewendet, wobei die nötigen Modifikationen im MAC Protokoll gemacht
werden. Es wird eine neue DCF für das MAC Protokoll präsentiert, nämlich
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die Coded-Distributed Coordination Function (C-DCF), die für die Multi-
kanalstruktur des MC-CDMA Netzes optimiert ist und eine hohe Effizienz
erzielt.

In verteilten adhoc Code Division Multiplex Access (CDMA) Netzen
können near-far Effekte einen Empfänger blockieren. Diese Effekte tre-
ten auf, wenn eine Empfangsstation näher zu einer interferierenden Station
liegt als zu ihrem korrespondierenden Sender. Dementsprechend, kann die
Empfangsstation das beabsichtigte Signal aus dem Empfangssignal nicht
dekodieren und die Datenübertragung scheitert.

Um dieses Problem zu beseitigen, wird das verteilte WLAN MAC Proto-
koll, das in dieser Arbeit vorgestellt wird, um Adaptivitätsregeln erweitert,
die die Effekte des near-far Problems mässigen, und dem drahtlosen System
ermöglichen, seine Leistung bedeutend zu verbessern, sodass eine hohe Ef-
fizienz, auch unter hoher Multiuser-Interferenz, erreicht werden kann.
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CHAPTER 1

Introduction

Content
1.1 Motivation and Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Contributions Made by this Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.1 Motivation and Objectives

Amobile adhoc network, is a system of autonomous mobile terminals
connected by wireless links. Being independent of any infrastructure,

these networks have the ability to be deployed easily, fast and cost efficient.
The objective of this thesis is to exploit the advantages of the application of
Code Division Multiple Access (CDMA) in the lower layers of such networks.

In next generation mobile networks (beyond 3G, 4G), it is expected that
traffic will be a mixture of diverse traffic classes, such as data and multime-
dia, each posing different Quality of Service (QoS) demands. Adhoc wireless
networks should be able to deal with all these traffic classes efficiently and
achieve high capacity. Due to this variability of demands on the network,
new adaptive Medium Access Control (MAC) protocols appear necessary
to be developed, taking into consideration the peculiarities of adhoc net-
works. Such networks are self organizing and independent from the support
of central controlling instances.

Currently, the worldwide standards for decentralized Wireless Local A-
rea Network (WLAN)s are IEEE 802.11a [802.11a /D7 (1999)] and IEEE
802.11g [802.11g (2003)], operating in 5 and 2.4 GHz, respectively. They
have dominated the market for WLANs and gained a lot of attention from
the research community. Depending on the link quality, the channel through-
put can be up to 54 Mbit/sec. Realistic values though, in multiuser scenarios
are limited by the interference below 36 Mbit/sec.



2 1. Introduction

Besides that, the throughput at MAC level is limited by the high over-
head, the guard intervals and collisions of frames. The practically achievable
efficiency is therefore further lowered. In order to meet the future demands
of delay sensitive applications and provide enough capacity to support many
users, enhancements are needed.

Based on a combination of Time Division Multiple Access (TDMA) and
Frequency Division Multiple Access (FDMA), IEEE 802.11a applies Or-
thogonal Frequency Division Multiplexing (OFDM) in the Physical Layer
(PHY) layer to achieve a high spectral efficiency. Although Multi-Carrier
(MC) based transmission systems are known for years [Lindner (1996)],
OFDM has only been recently accepted for WLANs as a high capacity
modulation scheme, which can mitigate inter-symbol interference, caused
by the high bit-rates of modern telecommunication systems.

Another efficient approach used in 3G systems is CDMA. A technique,
where the frequency channel is divided in many parallel subchannels, sepa-
rated from each other by orthogonal spreading sequences, called code chan-
nels (cchs). The energy of the transmitter is spread over the whole system
bandwidth, either in time domain using narrow pulses (Wideband-Code Di-
vision Multiple Access (W-CDMA)), or in the frequency domain using a
set of subcarriers for the parallel transmission of the chips belonging to the
same modulated symbol, known as Multi-Carrier Code Division Multiple
Access (MC-CDMA).

In adhoc CDMA networks, Mobile Stations (MSs) transmit at the same
time over the same frequency band, without the need of synchronization
among the different transmitters, or central control of resources. A receiv-
ing station correlates the wideband received signal with the spreading code
identifying the signal from the intended transmitter and gets the narrow-
band information signal. The rest is considered as Multiple Access Interfer-
ence (MAI).

CDMA is an interference limited system, meaning that there can exist
parallel transmissions, until the energy of the received narrowband signal
is well above the interference level, for the detector to correctly detect the
encoded information. For this reason and in order to maximize the capacity,
a good power control scheme and a Multiuser Detector (MUD) are needed.
Power control is needed for minimizing the emissions in the channel and
MUD to suppress MAI.

Since it has been shown that MC-CDMA can outperform OFDM [Lin-

nartz (2001)] in link level, it is a promising candidate for future WLANs.
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Further, MC-CDMA provides one more degree of freedom, the code domain,
which can be used to optimize the performance of the network. These ad-
vantages of MC-CDMA are deployed in this thesis for the design of a suitable
adaptive MAC protocol for the next generation of WLANs.

1.2 Outline

This thesis is outlined as follows. Chapter 2 presents an overview of the
IEEE 802.11a WLAN. Its Distributed Coordination Function (DCF) is the
basis for the suggested protocols in this thesis. Additionally a short de-
scription of OFDM modulation is given, as an introduction to multi-carrier
modulation and MC-CDMA.

In Chapter 3, the MC-CDMA scheme is described. After a brief intro-
duction on different variations of MC-CDMA, the basic characteristics of
the scheme used in this thesis are discussed. Further, the performance of
MC-CDMA is evaluated in Chapter 4, under real channel conditions, while
the parameters of the IEEE 802.11a [802.11a /D7 (1999)] and a Minimum
Mean Square Error (MMSE) MUD are assumed.

On connection basis

Smart Backoff Parallel Backoff

Selection of a codechannel
C−DCF

Dynamic selectionRandom selection

Code domain Frequency domain

(opportunistic cch usage)

Iterative backoff Independent multiple backoffs

Improved Handshake Frequency Adaptation
Adaptation to Suitable Cch Adaptation to Suitable Frequency Channel

On frame basis

Figure 1.1: Overview of the C-DCF functions for codechannel selection.

The main functionality of the proposed modified DCF with support for
the MC-CDMA PHY layer, namely Coded-Distributed Coordination Fun-
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ction (C-DCF), can be divided in two categories, according to the trans-
mitter’s selection of a code channel (cch) for establishing the connection:

Selection of a cch on connection basis.

Selection of a cch on frame basis.

An overview of the C-DCF functionality for codechannel selection is given
in Fig. 1.1.

A detailed presentation of the C-DCF functionality for the case of cch
selection on connection basis is given in Chapter 5. The DCF is extended
to support the multi-channel structure of the spread spectrum system and
is enhanced with Transmit Power Control (TPC). An improved handshake
procedure introduced in this chapter, constitutes the first improvement in
form of a code adaptation function of the proposed protocol, which allows
the coexistence of many high capacity connections in one frequency channel
by avoiding large MAI. Another improvement is introduced, in terms of a
second adaptation rule of the suggested protocol, consisting of frequency
divergency for connections blocked by near-far problems. Additionally, a
theoretical analysis and comparison with the OFDM based system is pro-
vided.

Chapter 6 gives a description of the event driven simulation tool used
for the performance evaluation of the suggested protocols. The results of
analysis and simulations for the protocols in Chapter 5 are discussed in
Chapter 7.

The C-DCF functionality is extended in Chapter 8 for cch selection on
frame basis (see Fig. 1.1). New backoff algorithms, optimized for a multi-
channel WLAN are presented, evaluated and compared.

Protocol’s performance in large multi user scenarios is further enhanced
by applying cross layer optimization of the C-DCF protocol, as presented
and discussed in Chapter 9.

In Chapter 10, the proposed protocol is extended with relaying func-
tionality for the operation under multihop transmission, while Chapter 11
presents a further extension of the proposed protocol, namely a centrally
controlled operating mode, for the efficient support of Access Points (APs).
The final chapter of the thesis draws the conclusions.
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1.3 Contributions Made by this Thesis

The goal of this thesis is to conduct research in new fields of wireless com-
munications, such as MAC protocols for MC-CDMA based WLANs and
provide solutions to some of existing impairments in this area. Following
goals have been achieved:

In Section 5.5, the benefits of spread spectrum application in high ca-
pacity WLANs are shown. Spreading effectively reduces overhead, by
expanding the duration of data packets. Further, contention among
Mobile Station (MS)s is substantially reduced, since MSs are dis-
tributed to more than one channel.
The multi-channel structure of the MC-CDMA PHY layer, is used ad-
vantageously in Chapter 8, where the newly developed Parallel Backoff
and Smart Backoff algorithms provide both, prioritized access to some
MSs and load smoothing among cchs.
The phenomenon of blocked connections due to high MAI, especially
in ad-hoc WLANs, is also addressed in this thesis. Two solutions
for avoiding blocking, consisting of different adaptation functions are
proposed and investigated. The improved handshake and frequency
adaptation functions enable the support of QoS even under high MAI.
By proper choice of the protocol’s parameters, the performance can
be optimized. In Chapter 9, the proposed parameter setup enhances
system’s synchronization. The applied MUD benefits from reduceed
timing misalignments of different users’ signals, and MAI is reduced,
thus network performance enhances.
The availability of multiple cchs in conjunction with MS prioritization
(Smart Backoff) has been used for realization of effective, layer-2, for-
warding techniques. The proposed protocols show good performance
in multihop environments exploiting low transmission latency.
In Chapter 11, a centralized mode for the proposed system is pre-
sented. The newly introduced medium sharing between Contention
Period (CP) and Contention Free Period (CFP) in time and code
domain, improves the coexistence of these operating modes. The net-
work capacity during CFP is higher than in CP, due to less overhead
and a better QoS can be achieved there. Capacity is further increased
by introducing application data oriented requests of MSs that replace
the request per data packet. Consequently, cumulative packet access
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grants are used by the Access Point (AP), set per cch, that include
consideration of forthcoming data frame transmissions.

The applicability of the above achievements, is not restricted to MC-
CDMA based systems. Many of the proposed protocol aspects can be com-
bined with other Spread Spectrum (SS) techniques, resulting to equivalent
achievements. Additionally, many of the proposed protocols, can be ap-
plied, with some modifications, to other WLANs with multi-channel struc-
ture, which does not necessarily emerge from a spread spectrum based PHY
layer.



CHAPTER 2

IEEE 802.11a

Content
2.1 MAC Protocol . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2 OFDM PHY Layer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

The standard IEEE 802.11 was published in 1997 from the IEEE Com-
puter Society, specifying the MAC and PHY layer of a WLAN, aiming

at providing wireless connectivity within a local area. The standard sup-
ports both, ad hoc and infrastructure based networks, with associated low
mobility MSs. Its architecture is hierarchical with basic element the Basic
Service Set (BSS), consisting of several MSs, operating according to one of
the two specified coordination functions. The elementary BSS is called Inde-
pendent Basic Service Set (IBSS) and comprises at least two MS operating
in adhoc mode.

It is possible that MSs within a BSS are also parts of a distributed
system, which is not specified in the standard. Those MSs, called APs, are
operating as connection nodes between different BSSs, over the distribution
system. The interconnected BSSs form consequently an Extended Service
Set (ESS).

The standard defines the functionality of MSs in the MAC sublayer of
the Data Link Control (DLC) layer and of PHY layer. The reference model
is given in Fig. 2.1.

The MAC sublayer functionality is described mainly by the two coordina-
tion functions, namely DCF and Point Coordination Function (PCF). The
PHY layer is divided in the Physical Layer Convergence Protocol (PLCP)
and Physical Medium Dependent (PMD) sublayer. Latter, provides means
of transmitting and receiving data over a channel between two or more
MSs. The PLCP sublayer constitutes a convergence sublayer, which al-
lows the MAC to operate with minimum dependence on the PMD sublayer.
This functionality in the sublayer simplifies the PHY service interface to the
MAC services.
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Figure 2.1: ISO/OSI equivalent of IEEE 802.11.

The standard [802.11 (1999)] specifies the use of Frequency Hopping-Sp-
read Spectrum (FH-SS) and Direct Sequence-Spread Spectrum (DS-SS) in
the 2.4 GHz Industrial Scientific and Medical bands (ISM), which allows a
maximum transmission ratio of 2 Mbit/sec.

In order to meet the demands of new applications for higher transmission
rates, a revised version of the standard [802.11 (1999)] together with the
specification of a high-speed PHY layer in the 5 GHz Unlicensed-National
Information Infrastructure (U-NII) band [802.11a /D7 (1999)] is available
since 1999. The PHY layer characteristics of the IEEE 802.11a standard,
were later used for the definition of a further higher data rate extension in
the 2.4 GHz band, forming standard IEEE 802.11g [802.11g (2003)]. A
brief description of the standard is given in the following sections.

2.1 MAC Protocol

The rules of medium access are described in two functions. The DCF for
distributed systems and asynchronous data transfer, and PCF for contention
free frame transfer. PCF is an optional operating mode for QoS support,
based on the DCF (Fig. 2.1), which was not implemented by the industry,
due to its higher complexity.
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The MAC protocol is based on TDMA and prioritization on medium
access is achieved by the use of different InterFrame Spaces (IFS).

2.1.1 Interframe Spaces

The time interval between two subsequent frames is called IFS. Four dif-
ferent types of IFS are defined, which provide different priority for channel
access. Their duration is given in the following for the IEEE 802.11a pro-
tocol.

1. The reply by a MS to a previously received frame follows after Short
InterFrame Space (SIFS), the shortest IFS. Its duration is 16 μsec
and is mainly defined by the transceiver turnaround time, the Radio
Frequency (RF) and MAC processing delay.

2. The second IFS used is Distributed Coordination Function InterFra-
me Space (DIFS), with duration 34μsec. It comprises mainly the time
needed for the sensing mechanism to determine whether the channel
is free or not. The SIFS period is shorter than DIFS in order to give
MSs, which respond to a prior frame reception, a higher priority for
channel access, compared to MSs that initiate a data packet transfer.

3. The interval Point Coordination Function Interframe Space (PIFS) is
used by stations operating under the PCF. With a duration of 25μsec,
PIFS allows them to gain prioritized access to the medium, to be able
to control a CFP.

4. The Extended InterFrame Space (EIFS) is used in DCF instead of
DIFS, when a frame at a MS was received with an incorrect Frame
Check Sequence (FCS) sequence. The EIFS duration of about 200μsec
gives other MSs a higher priority for channel access before the affected
MS is permitted to initiate a transmission. The reception of a correct
frame terminates the EIFS.

2.1.2 Distributed Coordination Function

Under DCF operation, MSs apply Carrier Sense Multiple Access with Col-
lision Avoidance (CSMA/CA), a nonpersistent CSMA technique [Tanen-

baum (1996)], as a channel access procedure. A MS ready to transmit
monitors the channel for the time duration DIFS in order to determine
whether it is free or not. In OFDM networks, channel sensing is equal to
measurements of the channel’s signal strength level. Should the detected



10 2. IEEE 802.11a

level not exceed the threshold of −88dBm for the duration of DIFS, the
channel is concluded by a MS to be idle. The MS initiates the Collision
Avoidance (CA) procedure. In order for two or more MSs, to avoid a col-
lision, a MS is not allowed to start a transmission immediately after the
medium is detected idle, but after a randomly chosen time duration, called
backoff time.

If the medium is detected as busy, the MS has to wait until the channel
becomes idle again.

2.1.3 Collision Avoidance

The collision avoidance procedure is based on the so called backoff pro-
cedure. After detecting the medium as idle, the MS defers for a random
backoff interval. The duration of this interval is calculated by the product
of a random integer number and the slot duration, which is set to 9μsec.
The random number is drawn from the interval [0,CW ], where CW is the
Contention Window (CW) size, maintained at each MS separately. The
starting value of CW is CWmin = 7. After every collision, the value of
CW is increased. Its values are ”sequentially ascending integer powers of 2,
minus 1” [802.11 (1999)], with maximum value of CWmax = 1023. After a
collision resolution, CW is set again to CWmin.

If during the backoff countdown, carried out in steps of 9μsec, of MS
1 another MS 2 starts a transmission, then the countdown at MS 1 is in-
terrupted. MS 1 defers until the end of any other transmissions, and after
detecting the medium idle again, continues its countdown for the remaining
backoff interval (Fig. 2.2).

2.1.4 Acknowledgement and Collisions

A received data frame is acknowledged in case of correct reception by an
Acknowledgement (ACK) frame, sent from the receiver with a delay SIFS
after reception’s end. Even if a MS doesn’t have any other data packets in
the queue waiting for transmission, after the reception of ACK it initiates a
backoff procedure. This backoff is referred to as ”post-backoff” [Mangold

(2003)] and guarantees that any frame, with the only exception of the first
data packet of a burst arriving in a MS in idle state, will be transmitted
after a backoff procedure. ”Post-backoff” enhances the system’s fairness,
and improves the service time in networks with lower load.
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Should two or more stations access the same frequency channel at the
same time, a collision occurs. A retransmission attempt in each collided
MS is started after backoff. Depending on the frame size, the number of
retransmission attempts is limited. For data frames, shorter than an imple-
mentation dependent threshold, the Short Retry Counter (SRC) is used to
denote the number of unsuccessful transmissions for the same data frame,
including the unsuccessful transmissions of Ready To Send (RTS) frames.
The maximum value of SRC is 7. For long data frames respectively, the Long
Retry Counter (LRC) with maximum value 4 is applied. After a successful
transmission both these counters are reset.

Figure 2.2 gives an example of data transfer based on DCF. MS 1 trans-
mits a data frame after a backoff of 3 time slots, while MS 2 defers after
counting down one of its four time slot long backoff. It continues its count-
down after the medium is detected idle for time DIFS, and wins the con-
tention with MS 1. In the last transmission of the example in Fig. 2.2, the
same backoff duration at MS 1 and MS 3 leads to a collision of transmitted
data frames.

2.1.5 The RTS/CTS Handshake

The DCF allows optionally the use of a handshake between transmitter
and receiver, before the transmission of the actual data frame. If the data
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Figure 2.2: Distributed Coordination Function.
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frame is larger than a certain threshold, which is not defined in the standard
and is therefore implementation depended, the transmitting MS transmits
a RTS frame when backoff reaches zero. This frame informs both, the
intended receiver and MSs in the neighborhood of the transmitter about the
coming data frame. Upon receiving a RTS, MSs which are not the intended
receivers, interrupt their backoff countdowns and set their Network Alloca-
tion Vector (NAV) (Fig. 2.3) according to the duration encoded in the RTS
frame. The NAV denotes the time a MS must defer from the medium in
order not to interfere with an ongoing transmission.

The intended receiver, if idle i.e. able to receive data, responds to the
RTS frame with a Clear To Send (CTS) frame, after time SIFS. The CTS
frame informs the neighboring MSs to the receiver about the pending data
transmission, which set their NAV as well. With the successful reception
of the CTS frame at the transmitter the handshake is finished. The data
frame is then transmitted after SIFS.

2.1.6 Hidden and Exposed Mobile Stations

The RTS/CTS handshake provides a solution to the so called hidden station
problem. In wireless communication networks, where the MAC protocol re-
lies on carrier sensing, it is possible that two MSs start concurrent transmis-
sions to the same receiver, or to adjacent ones, when one MS cannot sense
the transmission of the other, leading to a collision. This case is presented
in Fig. 2.4.

In Fig. 2.4, MS 2 is in the transmission range of both, MS 1 and MS
3, which are not in the transmission range of each other. The transmission
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Figure 2.3: Setting NAV according to RTS/CTS control frames.



2.1. MAC Protocol 13
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MS 4
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MS 2

Transmission range MS 4

Figure 2.4: Hidden and exposed station problem in IEEE 802.11a.

range, is the distance at which the signal transmitted from a MS can be
received with power no less than -86 dBm, which is necessary for the proper
reception of the lowest applicable PHY mode. This might result in MS 1
initiating a transmission to MS 2, that MS 3 is not aware of, so that MS
3 during the ongoing transmission between MS1 and MS 2 might start a
transmission to MS 2 or any other of its neighbors. A collision at MS2 will
result from this. The RTS/CTS handshake between MS 1 and MS 2 would
prevent MS 3 from starting a transmission to MS 2, as MS 3 will defer upon
receiving the CTS frame from MS2.

In case that both transmitting MSs initiate their transmissions with
short time difference, where a collision is inevitable, only the short RTS
frames will be affected and not the longer data frames, if the handshake is
being used. Thus the two way hand shake enhances the system’s perfor-
mance, by reducing probability of collision of data frames.

Although the hidden station problem is mitigated by the RTS/CTS
handshake, another issue not treated by the standard appears, the so called
exposed station problem. The exposed station (in Fig. 2.4 MS 4) is blocked
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by the RTS frame sent by MS 1, although its transmission (to MS 5) will
not interfere with an ongoing data transfer between MS 1 and MS 2.

2.1.7 Synchronization over Beacons

All MSs within a single BSS, according to the standard, are synchronized
to a common clock. For this purpose each MS uses a local timer. Local
timers are synchronized by the Time Synchronization Function (TSF) with
the use of periodically transmitted beacon frames by the AP. The time
when the next beacon frame will be transmitted is encoded in the current
beacon and called Target Beacon Transmission Time (TBTT). Each MS
in the BSS should not initiate any further transmissions when TBTT is
approaching to allow an interference free transmission of the new beacon.
Ongoing transmissions though should be finished, which inevitably leads to
short delays in beacon transmissions.

In an IBSS the TSF is implemented in a distributed manner, where each
MS participating in the BSS is transmitting beacons. Upon reaching TBTT
all MSs try to transmit a beacon frame after an interval PIFS and back-
off according to the rules of DCF. When one MS succeeds in transmitting
a beacon, all the others stop their attempts. Like in data transfer with
DCF, beacons might also collide. Since the standard does not foresee ac-
knowledgements for the beacon transmission, the MS which transmitted the
beacon is not aware of its success. Collided beacons are consequently not
retransmitted.

In an IBSS, synchronization is achieved by broadcasting the TSF values
in the beacons. A MS which receives the beacon will update its TSF timer,
in case the time stamp in the beacon frame has a lower value than the
own timer. The outcome is a synchronization of all clocks with the slowest
running one.

2.1.8 Point Coordination Function

The PCF is an optional access method, which is usable only in infrastructure
network configurations using an AP. Designed to support delay sensitive
applications, the PCF has higher priority over the DCF, and allows a MS,
the Point Coordinator (PC), to gain temporarily control of the medium and
coordinate the data exchange within the BSS.

The time between two successive beacons is called in IEEE 802.11 su-
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perframe. A superframe is typically divided into two periods when at least
one PC is active in the BSS:

1. The CFP, where the medium is controlled by the PC. The PC, which
is normally the AP, gains control of the medium by transmitting the
beacon after detecting the channel idle for time PIFS. All other MSs
set their NAV for the duration of CFP, which is announced in the
beacon frame. During the CFP the PCF is used. The PC polls the
MSs with a poll frame and the polled MS replies after time SIFS.
Should the PC have data to transmit, then it can use a combined
Data and Poll frame for higher efficiency. In case a polled MS doesn’t
reply to a poll after time SIFS, the PC gains control of the medium
after a time interval PIFS. The CFP ends after a time specified in
the beacon, with the PC transmitting the Contention Free (CF)-End
control frame.

2. During the CP all MSs participating in a BSS have the same priority.
Medium access follows the rules of DCF as described above (Section
2.1.2). It is mandatory that the duration of CP is long enough to
allow at least one data packet transfer.

An example of the PCF operation [Hettich (2001)] is given in Fig. 2.5.

2.1.9 MAC Frame Formats

In the following, a brief description of the mostly used MAC frames of IEEE
802.11a is given. The beacon, RTS, CTS and Data frames are depicted in
Figs. 2.6, 2.7, 2.8 and 2.9 respectively.

MS 1 (PC)

MS 2

MS 3

BEACON D+P

D+A

D+P+A D+P+A

D+A

CF−End

S
IF

S

S
IF

S

S
IF

S

S
IF

S

S
IF

S

S
IF

S
P

IF
S

P
IF

S

CFP CP

time

Superframe

NAV

No responce

Figure 2.5: Point Coordination Function.
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All MAC frames start with the frame control field, with general infor-
mation such as the protocol version, the frame type (control, data, manage-
ment), indication of a frame retransmission, and a fragmented Service Data
Unit (SDU), etc [802.11 (1999)]. All frames conclude with the FCS field,
containing a 32bit-Cyclic Redundancy Check (CRC) code for detection of
erroneous frames.

In DCF operation, the Duration Field in the RTS and CTS frame is of
great importance, since it denotes the time in microseconds, after the end
of the current frame, which is needed to complete one transmission cycle,
and is used from other MSs to set their NAV timer. A transmission cycle
comprises a RTS (optionally), a CTS (optionally), a data or management
frame, an ACK, one DIFS and three SIFS intervals between consecutive
frames.

The address fields are 6 byte long. In the beacon frame they consist
of the Destination Address (DA), Source Address (SA) and Basic Service
Set IDentification (BSSID). The RTS frame contains the transmitter and
immediate receiver addresses, while CTS contains one address, that of the
immediate receiver. In a data frame the four addresses represent the final
receiver (address 1), the initiator of the data transfer (address 2), the current
transmitter of the frame (address 3) and the immediate receiver (address 4)
to support multihop.

The sequence control field contains the sequence number of the trans-
mitted SDU and the fragment number in case the SDU is part of a bigger
data unit.

The beacon body contains information about the TSF of the MS sending

2 2 6 6 6 2 4

Sequence

Octets:

Duration/
Id BSSIDSADA

Frame
Beacon body FCSControl Control

Figure 2.6: Beacon frame format.

Octets:

Frame
Control Duration Address

Receiver
Address

Transmitter
FCS

2 2 6 6 4

Figure 2.7: RTS frame format.
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Figure 2.8: CTS frame format.
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AddressAddressAddressAddressDuration/Frame

Control Id 1 32 4

Figure 2.9: Data frame format.

the beacon, the TBTT, Service Set Identification (SSID), the supported
PHY rates and other parameters necessary to support the operation of PCF.

2.2 OFDM PHY Layer

Contemporary WLANs aim in expanding or even substituting wired sys-
tems. To achieve this, high capacity is needed in order to support both, a
big number of users and applications with high throughput requirements like
video streams. The demand for higher throughput is mainly translated to
broader frequency channels. Those channels allow the use of shorter symbols
for modulation, which suffer, in multipath environments, from Inter-Symbol
Interference (ISI), as successive symbols are overlapping to a great extend at
the receiver. Additionally, the use of broader channels enhances the system
throughput but the spectral efficiency remains mostly the same.

OFDM is a modulation technique that deals with both problems. The
wide channel is thereby divided in many (Ms) narrow subchannels. Instead
of transmitting Ms short sequential symbols in the wide channel in time T,
now Ms longer symbols are transmitted in time MsT , each in one of the
parallel subchannels. Assuming the same multipath channel, the multipath
delay spread remains the same, while now the symbol duration is longer and
the probability of two symbols overlapping, or the percentage of overlapping
is greatly reduced.

OFDM is an especially efficient to implement modulation technique. The
spectrum representation of a rectangular pulse with duration [0,Tb] is a sinc
function with zero crossings at multiples of 1/Tb. Having Ms parallel sub-
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channels each modulated by a rectangular pulse, the spectrum of an OFDM
modulated signal consists of Ms spectra, with the shape of a sinc function,
each centered at one subcarrier center frequency, as depicted in Fig. 2.10.
The spectrum of neighboring subcarriers can overlap in a way that the peak
of each subcarrier’s spectrum overlays with the zero crossings of other sub-
carriers, if the subcarrier separation frequency is a multiple of 1/Tb. This
attribute of spectrum overlapping improves the spectral efficiency, increases
however the complexity, as the orthogonality of the subcarriers must hold
to avoid InterCarrier Interference (ICI).

The multi-carrier OFDM symbol, can be easily modulated with the use
of an Inverse Fast Fourier Transform (IFFT). The symbols are first serial
to parallel converted in groups with population size equal to the amount of
data subcarriers of the system, Ms. The IFFT modulates each subcarrier
with one data symbol and converts the Ms complex values from frequency
domain to Ms complex values in time domain, which are summed in one
multi-carrier symbol. Both, frequency and time representation of the signal
contain exactly the same information.

For further enhancement, the multi-carrier symbol is expanded prior to

 0

f1 f2 f3 f4 f5 f6 f7 f8

Figure 2.10: Frequency representation of orthogonal, unmodulated OFDM
subcarriers.
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its transmission with a cyclic prefix, a copy of the last part of the symbol
added to its beginning, which is discarded at the receiver. If its duration is
longer than the delay spread of the channel, the transmission is not distorted
from ISI.

The received signal is sampled at the rate 1/Tb. The receiver needs
therefore to synchronize with the transmitted symbol. In IEEE 802.11,
synchronization is done over the PLCP preamble send at the beginning of
each frame. Its duration consists of 16μsec in the IEEE 802.11a standard.
In DCF mode, asynchronous transmissions are supported, and synchroniza-
tion is crucial for the prompt reception of the frame. The time domain
samples are converted in frequency domain with a Fast Fourrier Trans-
form (FFT). Its output represents the received subcarrier symbols, input to
the demodulator.

2.2.1 IEEE 802.11a PHY Layer Parameters

The PHY layer parameters applied in the IEEE 802.11a are summarized in
Table 2.1.

Table 2.1: IEEE 802.11a PHY layer parameters.

Parameter Value

Number of data subcarriers 48
Pilot subcarriers 4
Subcarrier spacing 0.3125 MHz
Channel bandwidth 20 MHz
Noise figure -93 dBm
FFT length 64
FFT period 3.2μsec
Guard interval 0.8μsec
Symbol interval 4μsec
Preamble length 16μsec

The OFDM PHY layer, allows transmission speeds of up to 54 Mbit/sec
in the 20 MHz channel. Depending on the center carrier frequency, different
transmission power levels are allowed in the U-NII band, see Table 2.2.
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Table 2.2: U-NII Frequency bands and allowed emissions.

Frequency band Maximum transmission power [mW ]

5.15 - 5.25 50
5.25 - 5.35 250
5.725 - 5.825 1000

2.2.2 PHY Frame Format

The MAC frames described above, arrive at the PHY layer over the PHY
Service Access Point (SAP). Prior to transmission, the PHY SDU is sup-
plemented with PHY overhead as depicted in Fig. 2.11, and pad bits in
order to map its content to a whole multiple of multi-carrier symbols. The
overhead comprises the PLCP preamble used for receiver synchronization
and the signal field with general information about the transmission, such
as the applied transmission rate and SDU length. The 16 bit long service
field contains 7 null bits for initialization of the scrambler and 9 reserved
bits for future use.

PLCP
bit Length Parity Tail Service Tail Pad bits

Bits: 4 1 1 612 6 16

16 μs Signal Variable number of

RatePreamble PHY−SDUReserved

1 multi−carrier symbol with BPSK 1/2 multi−carrier symbols

Figure 2.11: PHY frame format.
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Recently, ”CDMA technique has been considered a candidate to support
multimedia services in mobile radio communications” [Prasad (1996)].

It allows the operation of many transmitters in parallel, on one frequency
band, and is applied in 3G wireless communication systems. In Universal
Mobile Telecommunication System (UMTS), Direct Sequence-Code Division
Multiple Access (DS-CDMA) is used to achieve high capacity and support
for many users. In high speed WLANs though, DS-CDMA cannot be used,
since other conditions are posed from the frequency channel, such as larger
bandwidth. The large channel bandwidth, used to achieve high capacity,
enforces the use of multi-carrier modulation in order to mitigate the effects
of multipath. Thus OFDM is adopted in contemporary systems [802.11a
/D7 (1999), 802.11e /D9 (2004), Hiperlan2 (1999)]. For WLANs, MC-
CDMA, which combines CDMA with multi-carrier modulation, has been
found to be a suitable spread spectrum scheme.

MC-CDMA is a digital modulation technique where a single data symbol
is transmitted at multiple narrowband subcarriers, with each subcarrier
encoded with a phase offset 0 or π based on a spreading code [Yee and
Linnartz (1994a)].

3.1 Multiple Access Schemes

In communication systems, one user rarely needs the whole system band-
width over a longer period of time. In order to achieve high efficiency and
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support for many users, the communication channel is divided in smaller
subchannels which are associated with one user. This division takes place
in one of the four main dimensions of a communications system, namely fre-
quency, time, code and space, leading to the Frequency Division Multiplex
(FDM), Time Division Multiplex (TDM), Code Division Multiplex (CDM)
and Space Division Multiplex (SDM) schemes [Walke (2000)] respectively.
The first three of them are depicted in Fig. 3.1.

CDM

Frequency

Time

TDMFDM

Frequency Frequency

TimeTime

Code Code

Code

Figure 3.1: Multiplex schemes.

In FDM many simultaneous, continuous channels are derived out of the
system bandwidth by assigning to each of them a fraction of the available
spectrum. For the proper operation, guard bands are added between the
channels, to compensate for imperfections of filters.

TDM allows different users to communicate in the same broad frequency
channel. As the channel capacity is bigger than the one needed by one con-
nection, the medium is divided into sequential intervals, with one connection
periodically using one interval. In this case guard intervals are applied as
well, which compensate the transmission delay between different users and
avoid overlapping of information transmitted as a data burst in a time slot,
with bursts of adjacent time slots.

In CDM the division of the channel is done in code domain. Each sub-
channel is defined by a spreading sequence, which is used for spreading the
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information symbols in a bandwidth larger than the one needed for trans-
mission without spreading, while keeping the same symbol energy. The
outcome is a broad frequency channel with low spectral energy, which al-
lows concurrent transmissions of low spectral energy on the same frequency
band, at the same time. Different channels are distinguished by different
spreading sequences.

Each of the above schemes, can be further combined with each other
and enhanced with SDM, which uses antenna arrays for the spatial division
of different communication streams. In this thesis the focus is on CDM and
the corresponding multiple access technique CDMA.

3.2 Direct Sequence-Code Division Multiple Access

The 3rd Generation Partnership Project (3GPP) group developed the UMTS
standard [25.301 (2002)], for 3G wireless networks in Europe to support
high data rates for multimedia applications. In PHY layer the standard
applies one variation of CDMA as multiplex scheme, namely W-CDMA.
W-CDMA is a Direct Sequence (DS) technology, spreading transmissions
over a 5 MHz wide carrier.

DS-CDMA is one of the first spread spectrum techniques used primarily
for military services. As shown in Fig. 3.2, each symbol of the original
data stream is spread in time domain by representing it as a sequence of
Nc pulses. Each pulse, also called chip, has a much shorter duration than
the pulse representing the original data bit, thus more spectral content.
The pulse sequence is unique for each active user and is usually a Pseudo
Noise (PN) sequence. Alternatively, sequences from the orthogonal Walsh-
Hadamard family can be used. In this case there is no randomness and
the spreading sequence repeats itself. Since the spreading sequences are
orthogonal there is no mutual interference between different user signals, in
the ideal case. The PN sequence has a long period that is much longer than
the period of the signal pulse. Therefore, it is expanding over a wide range
of symbols and is repeated periodically. The orthogonal sequences on the
other hand, have the length of the applied Spreading Factor (SF) and are
consequently repeated in every symbol.

The capability of suppressing multiuser interference is determined by
the crosscorrelation characteristic of the spreading codes. The capability
of distinguishing one component from other components in the composite
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Figure 3.2: Direct Sequence-Code Division Multiple Access.

receiver signal is determined by the auto-correlation characteristic of the
spreading codes. The Bit Error Rate (BER) depends on the number of
RAKE fingers at the receiver. In a DS-CDMA using RAKE receivers, the
system capacity is limited by self-interference and multiple access interfer-
ence MAI, which result from the imperfect auto-correlation characteristic
and imperfect cross-correlation characteristic of spreading codes, respec-
tively.

Main advantages of DS-CDMA are its robustness to jamming and low
intercept probability. A narrowband jamming signal will be correlated at
the receiver with the spreading sequence of the corresponding transmitter
which results in spreading the jamming signal over a wider bandwidth. The
spectral energy of the interferer, in the observed bandwidth, is then reduced.
Additionally, the spreading sequence used, lowers the intercept probability
since interception is only possible when the spreading sequence used by the
transmitter is known to the intercepting MS.

Further advantages, compared to FDMA and TDMA techniques, are the
lower spectral power density and transmission power since the subscribers
can transmit permanently over the whole channel bandwidth [Heier (2003)].
As for the system’s drawbacks, most important is the imperfect autocorrela-
tion and crosscorrelation of the spreading sequences under imperfect trans-
mission conditions, leading to MAI at the receivers. To compensate MAI,
complex receiver architectures are required.
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3.3 Multi-Carrier CDMA Schemes

The multi-carrier CDMA schemes are categorized mainly into two groups
[Hara and Prasad (1997)]. One spreads the original data stream us-
ing a given spreading sequence and then modulates a different subcarrier
with each chip. The other, converts the data stream from serial to parallel
and applies consequently spreading to each of the parallel streams before
modulating the subcarrier. In a way the first method, MC-CDMA, applies
spreading in frequency domain, whilst the latter method, Multi-Carrier Di-
rect Sequence Code Division Multiple Access (MC DS-CDMA) combines
multi-carrier modulation with spreading in time domain.
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Figure 3.3: Multi-Carrier Code Division Multiple Access.

In MC-CDMA, each symbol of the output data stream of a user is mul-
tiplied by each element of the user’s spreading code. The MC-CDMA chips
are formed in this way and placed via IFFT in several narrow band sub-
carriers as shown in Fig. 3.3. Multiple chips are transmitted in parallel on
different subcarriers [Nassar et al. (2002)]. The spectra of different subcar-
riers are overlapping like in OFDM and the system achieves high capacity
as well.

From the system’s point of view, one subcarrier carries a fraction of the
user’s symbol, and can therefore carry additional load, coming from symbols
of other users. At the end the symbol that is transmitted in one subcarrier
consists of the sum of e.g. 4 fractions of 4 symbols that belong to 4 different
users (Fig. 3.3).
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In MC DS-CDMA the data stream of each user is first converted from
serial to parallel. Each of the parallel data symbols is spread in time domain
[Persson (2002)] according to the DS-CDMA scheme, resulting in a chip
sequence for each symbol, which afterwards modulates a subcarrier as de-
picted in Fig. 3.4. In contrast to MC-CDMA the information of an original
data symbol is now spread in different subsequent data chips transmitted
on the same subcarrier, whilst in MC-CDMA chips of the same symbol are
transmitted over different subcarriers.

When setting the number of subcarriers to 1, the MC DS-CDMA scheme
is the same as DS-CDMA, and MC-CDMA falls back to OFDM when ap-
plying a SF of 1 in the system.

3.4 Principles of MC-CDMA

In conventional DS-CDMA, each user symbol is transmitted in the form of
many sequential chips, each of which is of short duration and has a wide
bandwidth. In contrast to this, due to the FFT associated with OFDM, MC-
CDMA chips are long in time duration, but narrow in bandwidth [Linnartz

(2001)]. Consequently inter-chip interference is reduced, and synchroniza-
tion is easier compared to other spread spectrum techniques. Furthermore,
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the DS-CDMA receiver cannot always employ all the energy scattered in
time domain, whereas the MC-CDMA receiver can effectively combine the
frequency scattered signal energy [Hara and Prasad (1999)].

Compared to MC DS-CDMA, MC-CDMA exploits frequency diversity
as different chips of the same symbol are transmitted in parallel over dif-
ferent subcarriers, while in MC DS-CDMA systems time diversity enhances
performance. In aspects of processing gain and required bandwidth both
systems are equivalent [Hara and Prasad (1997)]. In this respect the focus
in this thesis is on MC-CDMA.

The transmitter diagram of MC-CDMA is shown in Fig. 3.5 [Yee et al.
(1993)], and can be easily realized with an IFFT. According to the trans-
mitter modules, a mathematical equivalent of the transmitted signal in each
subcarrier can be calculated, assuming perfect synchronization among the
different users.
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Figure 3.5: MC-CDMA transmitter.

Let the matrix BNx1 denote the i-th symbols of N different users, and
matrix CNxN the spreading matrix. Each column of the matrix CNxN

describes one spreading sequence. The equivalent discrete vector repre-
sentation of the transmitted MC-CDMA signal, according to the trans-
mitter in Fig. 3.5, is formed by the multiplication of the two matrices,
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CNxNBNx1 = SNx1. The phase at each subcarrier corresponds to one
element of the spreading sequence [Yee and Linnartz (1994b)].

B =

⎡
⎢⎢⎣

b0(i)
b1(i)
· · ·

bN−1(i)

⎤
⎥⎥⎦ (3.1)

C =

⎡
⎢⎢⎣

c0(0) c1(0) · · · cN−1(0)
c0(1) c1(1) · · · cN−1(1)
· · · · · · · · · · · ·

c0(N − 1) c1(N − 1) · · · cN−1(N − 1)

⎤
⎥⎥⎦ (3.2)

S =

⎡
⎢⎢⎣

c0(0)b0(i) c1(0)b1(i) · · · cN−1(0)bN−1(i)
c0(1)b0(i) c1(1)b1(i) · · · cN−1(1)bN−1(i)

· · · · · · · · · · · ·
c0(N − 1)b0(i) c1(N − 1)b1(i) · · · cN−1(N − 1)bN−1(i)

⎤
⎥⎥⎦
(3.3)

S =

⎡
⎢⎢⎣

s0

s1

· · ·
sn

⎤
⎥⎥⎦ (3.4)

Each row of matrix SNx1 represents the signal transmitted at one sub-
carrier, which is a composite signal of all users’ symbols. The contribution
of a user’s symbol to the signal transmitted at the m-th subcarrier is de-
fined by the m-th element of the user’s spreading code. It can be seen from
the above equations, that for this ideal case of synchronous users (down-
link), MC-CDMA is equal to multiplying an Orthogonal Frequency Division
Multiple Access (OFDMA) stream with a spreading matrix.

Figure 3.6 depicts the corresponding receiver diagram, which is easily
implemented with an FFT [Liu (2003a)].

The transmitted MC-CDMA symbol is enhanced with a Cyclic Pre-
fix (CP) similar to OFDM, to mitigate the ISI caused from multipath, and
hold the orthogonality among the subcarriers, which applies in the MC-
CDMA scheme as well.

Additionally, when orthogonal spreading codes are used, the orthogonal-
ity of the codes must be kept. Oscillator frequency offsets and asynchronous
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Figure 3.6: MC-CDMA receiver.

transmissions with different spreading sequences, lead to imperfect correla-
tions at the receivers and consequently to MAI. The first problem can be
solved with oscillators of good quality, where the normalized frequency off-
set is kept low. Throughout this thesis it is assumed that the oscillators’
offset is very low. The effect of timing mismatch between different users’
transmissions can be improved with a MUD. The benefits of MUD applied
at the receivers’ side are discussed in Chapter 4.

In the proposed system a SF of 4 is chosen, thus the symbol of one user
is transformed into 4 chips and each of them is transmitted in parallel in 4
different subcarriers. Since the assumed channel utilizes 48 data subcarriers,
another (48-4)/4=11 symbols of the same user can be transmitted in parallel
to use the complete channel bandwidth. Apparently, other SFs and number
of subcarriers per channel could be used reaching comparable results.
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I n this chapter, the physical layer performance of MC-CDMA is analyzed.
For this purpose, a model is provided for the estimation of Signal to

Interference and Noise Ratio (SINR) at the detector, for MC-CDMA based
asynchronous packet radio transmissions. In a multiuser MC-CDMA sys-
tem, each receiver receives multiple wideband signals and uses the code
assigned to a particular cch, to extract the original signal from the received
one. Signals from all other cchs will appear as noise after decorrelation, thus
the power of other users’ signals will determine the noise level at the de-
tector [Jankiraman and Prasad (2000)]. Furthermore, in asynchronous
multiuser environments, such as in a distributed adhoc network, the re-
ceived signal consists of all active users’ information spread on all subcarriers
with timing misalignment. This timing mismatch destroys the orthogonal-
ity among different subcarriers and different users’ spreading codes [Wang

et al. (2001)], resulting mainly in MAI.
For this reason a linear MUD [Verdu (1986)] [Poor and Verdu (1997)]

is applied at the receiver’s side, based on the MMSE criterion, which has
the ability to suppress the MAI. MUD techniques improve the performance
of MC-CDMA uplink significantly, increasing though the complexity at the
receiver [Cosovic (2005)]. An MMSE receiver combines both, good perfor-
mance and simplicity of implementation, compared to other MUDs.
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4.1 Calculation of SINR

An asynchronous multiuser MC-CDMA System is considered. Let bk be the
k-th user’s binary symbol, which is transmitted in parallel over Ms (= SF)
subcarriers in form of chips. Each chip is multiplied by a different element
ckm of the spreading sequence. The spreading sequences used, belong to
the family of orthogonal Walsh-Hadamard codes and are given for SF=4 as
rows of the Walsh w4 matrix:⎡

⎢⎢⎣
1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1

⎤
⎥⎥⎦ (4.1)

The choice of Walsh-Hadamard codes is justified from their orthogo-
nality property and from their performance in a fully loaded system (all
spreading codes are used by different users), concerning both, the worst-
case and lowest median peak-factor. In [Hanzo et al. (2003a)], it has been
shown that Walsh-Hadamard codes outperform other families of orthogonal
spreading sequences, with respect to the peak factor of a MC-CDMA signal.

In this model it is assumed that each subcarrier experiences frequency
non-selective but time-varying fading, and further that the speed of MSs is
limited to pedestrian levels. Latter imposes negligible influence of Doppler
frequency shift, which can under circumstances degrade the MC-CDMA
system’s performance [Hanzo et al. (2003b)]. During the transmission of
one multi-carrier symbol though, fading is assumed to be constant. Under
these conditions the received signal can be given from the following equation:

r(t) =
K∑

k=1

√
akbk(i)

Ms∑
m=1

ckmhkmej2π(t−τk)m/T p(t − τk) + η(t) (4.2)

where K is the maximum number of active users, ak the transmission power
of the k-th user’s i-th symbol bk(i), Ms the number of subcarriers used for
the transmission of one symbol, p(t) a rectangular pulse over [0,T ], T the
symbol duration, τk the delay of the k-th user and η(t) denotes the additive
white Gaussian noise. The Rayleigh fading process for the m-th subcarrier
and the k-th user is given by:

hkm = βkmejφkm (4.3)
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with βkm a Rayleigh distributed and φkm a uniform over [0,2π) distributed
random variable.

For the following part of the calculation the focus, without loss of gen-
erality, is on the signal of user 1, therefore τ1 is zero. The delays τk are
all relative to τ1, and can be considered as uniformly distributed random
variables in [0,T ), with τ1 = 0 ≤ τ2 ≤ τ3 ≤ τ4.

After discarding the cyclic prefix, the received signal is fed to a FFT
where multi-carrier demodulation takes place, [Hara and Prasad (1997)].
The signal, received at the n-th subcarrier equals to:

yn =
∫ (i+1)T

T

r(t)e−j2πnt/T dt (4.4)

In Appendix A a closed form expression for Eq. (4.4) is developed which
is used for the implementation of the model in the simulation tool (Chapter
6).

When a linear MUD is employed, the demodulator outputs yn are multi-
plied by the weights wm , which is used for the optimization of the detector’s
decision on the transmitted symbol and can mitigate the effects of the chan-
nel. Accordingly, the output of the linear MUD is [Stueber (2001)]:

b
′
k = WHy (4.5)

where y denotes the matrix of subcarrier signals at the detector, after
integration. The optimum weight matrix WMx1, for a given set of delays
τk and fading parameters βkm, is selected to minimize the MMSE at the
detector:

MSE(τβ) = E{(WHy − bk)2} (4.6)

Under these conditions, the SINR at the detector for the observed user
1 can be calculated from the following equation [Wang et al. (2001), Yi

et al. (2003), Stueber (2001)]:

SINR =
|√a1WHpK+1|2

WHΓW + |WHPK+1AK+1|2
(4.7)

where the matrices P, p are obtained from Eq. (4.4) as derived in [Wang

et al. (2001), Yi et al. (2003)]. The first term in the denominator of Eq.
(4.7) expresses the contribution of noise and the second the contribution of
MAI to total interference.
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In [Wang et al. (2001)], the optimum weights are calculated in order
to minimize the gradient of Eq. (4.7) with respect to W, leading to the
maximum achievable SINR(MSINR):

MSINR = a1pH
K+1(PK+1A2

K+1P
H
K+1Γ)−1pK+1 (4.8)

At this point the importance of the cyclic prefix for the calculation of the
SINR should be considered. In order to avoid ISI and to maintain orthogo-
nality between the subcarriers in a time dispersive medium, a cyclic prefix is
added to the multi-carrier modulated symbol of duration Ts. ISI is avoided
if the length of the cyclic prefix TCP is selected large enough to exceed the
maximum path delay of the multipath channel. For the calculations in this
thesis, a cyclic prefix of 800μsec is applied, as proposed in [802.11a /D7

(1999)], which has been proven to be sufficient, especially in indoor wire-
less propagation channels. Since the receiver uses only the energy received
during the symbol duration discarding the cyclic prefix, a power reduction
factor aCP should be considered between the received power before and af-
ter integration [Tufvesson (2000)], depending on the relative length of the
cyclic prefix to the total symbol duration:

aCP =
Ts

Ts + TCP
(4.9)

4.2 An Upper Bound for PER

In this section a calculation of an upper bound for the Packet Error Ra-
te (PER) of a received frame is presented, based on the previous estimation
of the SINR and a convolutional decoder with generator polynomials:

g1 = 1338, g2 = 1718. (4.10)

The calculation applies to both, OFDM and MC-CDMA systems.

4.2.1 Symbol Error Rate

After the SINR is estimated, the symbol error probability for M-ary Quad-
rature Amplitude Modulation (QAM) can be calculated [Proakis (2001)]:

PSER,M−QAM = 1 − (1 − P√
M )2 (4.11)
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with:

P√
M = 2(1 − 1√

M
)Q(

√
3

M − 1
Eav

N0
) (4.12)

The Q-function is defined in [Proakis (2001)] and Eav/N0 is the average
signal to noise ratio per symbol. The latter is estimated according to the
calculation in Section 4.1. For Quaternary Phase Shift Keying (QPSK) and
Binary Phase Shift Keying (BPSK) the Symbol Error Rate (SER) is given
by:

PSER,QPSK = 2Q(
√

Eav

N0
)[1 − 1

2
Q(

√
2Eav

N0
)] (4.13)

PSER,BPSK = Q(
√

2Eav

N0
) (4.14)

4.2.2 Bit Error Rate

In the IEEE standard for OFDM physical layer [802.11a /D7 (1999)], Gray
coded constellation mapping is proposed. Thus the BER for both, QAM
and QPSK (M=4) modulation, can be calculated from the SER:

Pb =
1

log2(M)
PSER,M (4.15)

For BPSK the BER is the same as the SER.

4.2.3 Packet Error Rate

The evaluation of the packet error probability is complicated by the fact
that the bit errors in the decoder output stream are not independent. As
described in [Frenger et al. (1999)] errors occur in bursts at the output of
the Viterbi decoder, even if the errors at the decoder’s input are indepen-
dent. Thus an upper bound for the packet error probability is used, which
in this work is the tight bound derived in [Frenger et al. (1999)]:

Pm
e (Lb) ≤ 1 − (1 − Pm

u )8Lb (4.16)

where Lb is the number of information bits in the packet and Pm
u , the union

bound of first event error probability is given by:

Pm
u = Σ∞

d=dfree
adPd (4.17)
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with dfree being the minimum free distance of the convolutional code for
the given code rate, ad the total number of errors with weight d [Stueber

(2001)], [Tufvesson (2000)] and Pd the probability of error in the pairwise
comparison of two paths which differ in d bits. The values for ad are ob-
tained from the transfer function of the convolutional code [Orfanos et al.
(2005b)] and represent the number of paths of distance d from the all-zero
path. For the encoder used in this work the values are given in Table 4.1.

Table 4.1: Distance spectra.

Distance ad

d code rate 1/2 code rate 2/3 code rate 3/4

dfree 11 1 8
dfree + 1 0 16 31
dfree + 2 38 48 160
dfree + 3 0 158 892
dfree + 4 193 642 4512
dfree + 5 0 2435 23307
dfree + 6 1331 6174 121077
dfree + 7 0 34705 625059
dfree + 8 7275 131585 3234886
dfree + 9 0 499608 16753077
dfree + 10 40406 values not relevant:
dfree + 11 0 adPd → 0
dfree + 12 234969
> dfree + 12

In case of hard decision decoding, the probability Pd can be calculated
from the following equations [Proakis (2001)]:

Pd =

⎧⎨
⎩

∑d

k=
(d+1)

2

(
d
k

)
P k

b (1 − Pb)d−k d = odd,∑d
k= d

2 +1

(
d
k

)
P k

b (1 − Pb)d−k +
(

d
d
2

)P
d/2
b (1−Pb)

d/2

2 d = even
(4.18)

Instead of the above expressions, the Chernoff upper bound can be used,
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leading to the following bound for the calculation of Pd.

Pd < [4Pb(1 − Pb)]
d
2 (4.19)

4.3 Simulation Results

In this section the results of the previously presented analysis are pre-
sented using different modulation and coding schemes. For that purpose
the most common used PHY modes have been chosen, proposed for OFDM
based standards of Institute of Electrical and Electronics Engineers (IEEE)
[802.11a /D7 (1999), 802.11e /D9 (2004)] and the European Telecom-
munications Standards Institute (ETSI)/Broadband Radio Access Network
(BRAN), [Hiperlan2 (1999)]. An overview of the used PHY modes and
their basic characteristics is given in Table 4.2. Further parameters of the
proposed MC-CDMA system are kept close to the values of the OFDM
based WLAN standard [802.11a /D7 (1999)] and can be taken from Table
4.3.

Table 4.2: PHY modes.

PHY Modulation Code rate Data bits per dfree

mode m multi-carrier symbol

1 BPSK 1/2 24 10
2 BPSK 3/4 36 5
3 QPSK 1/2 48 10
4 QPSK 3/4 72 5
5 16QAM 1/2 96 10
6 16QAM 3/4 144 5
7 64QAM 2/3 192 6
8 64QAM 3/4 216 5

For the results presented here, the assumption is made that the maxi-
mum excess delay of the radio channel is smaller than the 800ns cyclic prefix
duration, thus ISI does not occur.

In the following the performance of the MUD for different values of MAI
is analyzed. Simulations, based on Matlab, were performed with 4 active
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Table 4.3: PHY layer parameters.

Parameter Value

Spreading factor 4
Number of subcarriers 48 Data + 4 Pilot
Subcarrier spacing 0.3125 MHz
Channel bandwidth 20 MHz
Carrier frequency 5.25 GHz
Noise level -93dBm
Symbol interval 4μsec = 3.2μsec + 0.8μsec
Guard interval 0.8μsec
Preamble length 16μsec
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Figure 4.1: MUD performance with 4 active users and SF = 4.

users, modelling one carrier and 3 interfering signals. Two parameters are
constant; the received carrier strength is set to -60dBm and the power of the
third interferer is assumed -55dBm. Noise power level is assumed -93dBm.
The interference power received from the other interferers varies between
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-82dBm (sensing range) and -42dBm. Figure 4.1 presents the SINR at the
detector with the power of the first interferer for five different values of the
second interferer’s power. The SINR value on the diagram is the average
over 10,000 runs with different delays τk. The graphs show that perfor-
mance decreases almost linearly with the interfering power. One important
observation is that the MUD manages to provide a positive SINR even in
the case when all the three interfering signals are 5dB higher than the car-
rier strength. This demonstrates the interference suppression ability of the
detector in the presence of high MAI.

The following figures depict the dependency of the MUD’s performance
from the relative delays τk of active users. Figure 4.2 presents the SINR at
the detector with the relative delay of the interferer, for two active users.
Both, the carrier strength Pc , and the interference at the receiver, PI ,
comprise -68dBm. For small relative delay, the output SINR reaches the
maximum of 31dB, which corresponds to the theoretical maximum: As-
suming no fading and perfect interference suppression, PI=0 after applying
multiuser detection. The noise level for a 16.25 MHz channel and receivers
with similar noise figure as the one defined in [802.11a /D7 (1999)], is
approximately -93dBm.

SINR =
Pc

N0
+ Gsp = 31

where Gsp is the spreading gain in dB:

Gsp[dB] = 10log(SF ) = 10log4 � 6dB

For larger relative delays the performance of the MUD degrades and reaches
a minimum for a delay of half the multi-carrier symbol duration. As the
delay increases more, the detector synchronizes with the next symbol, thus
the output SINR increases.

Figure 4.3 presents the PER versus Eav/N0 for 1514 byte long frames.
The solid lines refer to multi-carrier systems with a power loss due to the
cyclic prefix of 20%, compared to a single carrier system without cyclic
prefix (dashed lines in Fig. 4.3). The performance of the multi-carrier
system is 1dB worse. This loss is compensated both, from the mitigation of
the multipath effects by the cyclic prefix and the higher capacity of multi-
carrier systems. It is interesting to observe the performance of the BPSK
3/4 PHY mode in comparison to QPSK 1/2, which are very close. Thus it is
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Figure 4.2: SINR at the detector vs. relative delay of interferer to transmitter
and spreading factor 4.

better to use the QPSK 1/2 mode since more data bits are transmitted per
symbol (Table 4.2). In Fig. 4.4 the PER versus Eav/N0 is given for frame
lengths of 48, 512, 2304 byte and different PHY modes. The maximum
frame length used is 2304 byte, which is the maximum payload of IEEE
802.11a. The diagrams show that the PER is growing with the packet size.

4.4 Conclusion

In this chapter a model has been presented estimating the PHY layer per-
formance of a MC-CDMA based WLAN. After computing the SINR at the
detector, the model provides a calculation of a bound on the packet error
probability for a packet radio system that employs convolutional encoding
and hard decision Viterbi decoding. Calculations are done by taking into
account the channel characteristics, parameters of the multi-carrier spread
spectrum technique as well as different modulation and coding schemes.
This simple model is aimed to represent the link characteristics on packet
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transmission and has been implemented in the MACNET-2 simulation tool,
that models a MC-CDMA WLAN based on the IEEE 802.11 MAC protocol
[Orfanos et al. (2004a)], see Chapter 6.

More complex models, which address several issues of the MC-CDMA
PHY layer have been recently developed and solutions proposed: In [Coso-

vic (2005)], an analytical model of the uplink MC-CDMA PHY layer is
derived, and countermeasures for the oscillator frequency offset and channel
estimation problem are suggested. It is shown that with combined pre- and
post- equalization in presence of frequency interleaving, the performance of
an uplink MC-CDMA system under full load, is only 1-1.5 dB worse than
the single user bound.
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I n this chapter, the functionality of a Modified Distributed Coordination
Function is analyzed, namely C-DCF, which constitutes the main MAC

protocol of the MC-CDMA WLAN. The main difference compared to DCF
of the standard [802.11a /D7 (1999)], is the coordination of frequency
channels both, in time and code domain. This two dimensional approach
raises the protocol complexity but provides another dimension in protocol
design to optimize the system’s performance.

In the following, the functions and features of the protocol are described,
assuming a selection of the applied spreading sequence per transmitter on
connection basis (see Fig. 1.1). An analytical performance evaluation and
comparison with the standard DCF is given in the last section of this chap-
ter. It must be noted, that throughout this work all MSs are assumed to be
equipped with one transceiver and thus transmitting and receiving at the
same time is not possible.

5.1 Protocol Description

The MAC protocol of the proposed system is based on the MAC protocol
of the IEEE 802.11a WLAN. Its main functionality is similar to DCF, with
some modifications needed to support the MC-CDMA PHY layer. In this
case the frequency channel is divided into 4 parallel cchs (SF = 4), showing
a multi-channel structure which should be taken into account by the MAC
protocol. Each MS uses C-DCF to access one cch and initiate a data trans-
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fer. The low complexity of DCF is slightly increased due to the need for
coordination of multiple channels, which is compensated by the enhanced
performance (Section 5.5).

5.1.1 The Codechannel

In the proposed protocol, a spreading factor of four is used. The spreading
factor is small compared to other spread spectrum systems but it is best
suited for WLANs at 5GHz. The main problem besides the higher complex-
ity of a system with higher spreading factor is the service time, especially
in scenarios with many active MSs. Spreading the transmitted symbols by
a factor of four makes each packet 4 times longer, thus the service time in-
creases. A higher spreading factor would be acceptable if the transmission
rate of the channel would increase enough to compensate for the spreading
delay.

In order to avoid wide subcarriers and have a measure for direct com-
parison with the IEEE 802.11a system, in PHY layer of the MC-CDMA
system, the same parameters are being used. From the 48 data subcarriers
consequently, a symbol spread with factor four occupies only 4 subcarriers.
The remaining 44 subcarriers are modulated with 11 more symbols of the
same users, each spread with the same spreading code of length 4, in order
to fill one 48-multi-carrier symbol.

Unlike UMTS, where each transmitter uses a unique spreading sequence,
in the proposed system that uses four spreading sequences, this is not fea-
sible. Therefore, the concept of a cch is introduced in this thesis. A cch is
a spreading sequence, that is not explicitly assigned to a MS, but shared
among a number of MSs. Each MS considers each spreading sequence as a
subchannel of the frequency channel. Consequently, the frequency channel
is divided (logically) by the four spreading sequences into four subchannels,
the cchs. The cch is defined by a spreading sequence and the center fre-
quency of a frequency channel. Therefore a hybrid medium access control
function is required, which controls both, the distribution of transmitters to
the different cchs and the resource sharing inside the same cch among MSs.

5.1.2 Selection of a Cch

A MS ready to transmit has to select one or more cchs [Liu (2003b)].
This means practically that the information transmitted for this MS will
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be spread using one particular spreading code of the four spreading codes
available in the system. For this selection two methods are possible [Or-

fanos et al. (2004b)]:

The first consists in selecting a cch before every frame transmission.
Initially this selection is done randomly. For subsequent transmissions,
the MS does not select cchs, which have already been reserved by other
MSs (according to the standard the considered MS has set a NAV for
an occupied channel). This is an opportunistic usage of the cchs (Fig.
1.1), and will be discussed in Chapter 8.
The second method consists of selecting the cch with the least traffic
load, according to an initial channel monitoring, and keeping this cch
for the entire duration of the session, see Fig 1.1. This method is
followed in this chapter.

The first method can only be applied if an idle receiver is able to monitor
all four cchs. For the second method, a small simplification is suggested.
All MSs are initiating a transmission in the first cch and can afterwards
negotiate the channel to be used for further transmissions.

Both methods perform well in scenarios with an average traffic load.
The advantage of the first is the achievement of load balance among the
cchs while a static allocation of cchs can be better used from adaptive re-
source allocation methods that optimize the network’s performance. Adap-
tive methods divert the connection to a cch with more favorable conditions
for the data transfer. The impact of both methods on the system’s perfor-
mance will be analyzed in the following chapters where extensions of the
MAC protocol will be discussed.

5.1.3 Medium Sensing

After having selected the cch, the MS applies carrier sensing, according to
DCF. The MS needs to sense the medium for a continuous time duration
of DIFS as idle in order to detect a free channel. In this work it is assumed
that a MS can monitor all cchs when being idle or being receiving. For
this purpose four correlators (one for each cch) per receiver are assumed
existent.

In contrast to OFDM networks, in CDMA networks sensing cannot be
based on received spread power level measurement of the frequency carrier.
In case the intended cch is idle, while all other cchs are occupied by ongoing
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transmissions, a power level measurement and comparison to some threshold
would result in an ”occupied” channel. Thus, the decision on the state (idle,
occupied) of the medium is made by analyzing the signal level after the
MUD, where the different cchs are separated. Should the signal level of a
cch exceed -82dBm [Mangold (2003)], the channel is assumed busy and
the MS is not allowed to initiate a transmission. The -82dBm threshold is
an implementation depended parameter.

5.1.4 Collision Avoidance

As specified in the standard IEEE 802.11a, a backoff procedure at every
MS prior to a transmission is required to protect a frame from immediate
collision. The backoff procedure provides in general means to avoid col-
lisions, but its effectiveness in scenarios with many active MSs is limited
and collisions become the determining factor for achieved throughput and
delay. The reason for this is mainly the next transmission of a MS, after a
successful one, that always starts with the lowest CW size, meaning highest
contention level. In [Song et al. (2003)], it has been proposed to reduce the
CW by half, instead of resetting it to CWmin after a successful transmis-
sion of a collided frame. This method has proven to adopt the CW size to
a proper value, according to the number N of active MSs.

This modification to te MAC protocol, proposed in this section, has
an advantage in the MC-CDMA system. Since each frequency channel is
divided in SF parallel cchs, and only N/SF MSs compete against each other
in accessing the medium, contention is reduced by a factor SF and collision
probability is therefore reduced. Consequently, a lower value for CWmin

can be applied, leading to shorter backoff times and shorter data packet
transmission delays.

5.1.5 The RTS/CTS Handshake Extension

In C-DCF the RTS/CTS handshake is used, prior to the transmission of
every data packet. In addition to its main functionality to protect the
data transmission and prevent from hidden stations, the two way hand-
shake (RTS/CTS) provides means to optimize the MS parameters for the
data transmission. TPC and dynamic frequency channel selection are two
extensions of the protocol contained in the enhanced standard IEEE 802.11h
802.11h /D2.0 (2003). In this work, both enhancements are used, however
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new algorithms have been developed, that best fit the used MC-CDMA PHY
layer. They both are based on information exchanged over the RTS/CTS
control frames preceding data transmission.

For the MC-CDMA protocol, the assumption is made that MSs are
equipped with four correlators and can thus monitor all four cchs in idle
state or during the reception of a frame. This means, consequently, that in
each MS four NAV timers are administered, one per cch.

5.1.6 Asynchronous Packet Transmission

Data packets are transmitted after a successful two way handshake. An
example is given in Fig. 5.1 where MS 1 and MS 3 are transmitting to MS
2 in cch 3 and MS 4 in cch 4, respectively. After a backoff of 3 time slots,
MS 1 initiates a transmission with an RTS frame. Consequently, all other
MSs mark cch 3 as busy, and only after the successful reception of RTS,
MS 2 interrupts its 6 slot backoff timer on cch 1, in order to prepare the
transmission of CTS frame. MS 4 is the only station setting a NAV on cch
3 after decoding the RTS frame of MS 1. The duration of the NAV is taken
from the field duration in the RTS frame. MS 3, although sensing cch 3 as
busy, cannot set the NAV timer on cch 3, since its own backoff down count
reaches zero before finalizing the reception of RTS from MS 1, and initiates
another transmission on cch 4. This transmission is immediately sensed by
MS 2 and MS 4, which mark cch 4 as busy, and after the transmission’s
end of RTS at MS 1, this station marks also cch 4 as busy. MS 4 replies
after SIFS with a CTS frame on cch 4 while MS 1 is transmitting its data
packet on cch 3. Since both, MS 1 and MS 2, are not in receiving mode
throughout the transmission duration of the CTS frame from MS 4, they
cannot set their NAV for cch 4, but continue marking the channel as busy,
as it has not been sensed idle for a time duration equal to DIFS.

In this example, it is assumed that both data frames are received suc-
cessfully. The NAV timer of MS 4 for cch 3 expires after the specified
occupancy time has elapsed. The channels marked as busy in all MSs are
set to idle after they have been monitored for a time duration DIFS with
power level lower than the given threshold. In the MC-CDMA system this
is not happening immediately after the completion of an ongoing transmis-
sion, but, as visible for cch 3 of MS 3 in the given example, a certain delay
until rating an unused cch idle might occur. This delay results from the
ongoing transmission of MS 3 in cch 4, which has to be finished before MS 4
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can sense the cchs’ status. This situation occurs, because MSs are assumed
to be equipped with only one transmitter each, so that transmitting and
either receiving or monitoring the cchs at the same time is impossible.

After successful transmissions, MS 1 and MS 3 start new backoff timers
for the next data transfer. MS 2 continues with the interrupted backoff in
cch 1.

5.1.7 Collisions

A collision occurs when a receiver cannot decode correctly the received
frame. In contrast to OFDM, collisions in the MC-CDMA protocol are
mainly not direct, due to concurrent transmissions in the same channel, as
the contention for accessing a cch is lower than the contention of accessing
a frequency channel, but indirect, owing to MAI.

The MUD at the receiver’s side can suppress interference from transmis-
sions in other cchs, up to a certain degree only. The nature of asynchronous
transmissions, leading to some orthogonality loss among the spreading codes,
and the nature of ad-hoc networks, where transmissions in other cchs from
adjacent MSs can lead to much higher power level than that of the cch carry-
ing the intended receive signal, make MAI suppression a difficult task. Gen-
erally, the MAI suppression by the MUD is sufficient for low PHY modes.
For higher modes, where a higher SINR is required for correct signal decod-
ing, the problem is overcome by applying adaptation rules and crosslayer
optimization as discussed in the following chapters of this thesis.

5.2 Transmit Power Control

Besides reducing energy consumption, efficient TPC is essential for a good
performance of wireless networks. This applies especially to CDMA systems,
where the capacity is limited by receiver’s ability to extract the intended
signal from the received one.

One way to save power is to force MSs to enter a ”sleep mode”, as sug-
gested in [Simunic et al. (2000)] and [Jung and Vaidya (2002)]. Another
approach for power saving is to adaptively adjust the power by a MS for
its frame transmissions to the same destination. A reduced overall inter-
ference is achieved by this. In [Agarwal et al. (2001)], an algorithm is
suggested, where the transmit power of data frames is adjusted with the
help of an enhanced RTS/CTS handshake. [Ebert and Wolisz (2001)],
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propose a power saving method that both, adjusts the transmission power
of data frames and their size. The method of [Agarwal et al. (2001)] is
further developed in [Qiao et al. (2003)], where TPC combines with link
adaptation.

In this work, the TPC method proposed in [Agarwal et al. (2001)] is
extended and applied in a MC-CDMA network. Information needed for
TPC is exchanged in the RTS/CTS frames [Sirin (2004)]. The key idea
is to use the MUD output signal at the receiver to establish an accurate
interference estimate, instead of measuring the power level during idle times.
This has the advantage of a fast transmission power adjustment, according
to a good estimate of the interference level at the receiver, which can boost
the networks performance.

5.2.1 Interference Estimation Algorithm

An optimum TPC can be achieved, if MSs are able to estimate the interfer-
ence upon frame reception, and use this estimate for power adjustment of
their future transmissions. One possible way to achieve this, is to estimate
the expected interference for the next reception, according to an estimate of
interference, calculated during the reception of previous frames (PMeanIF ).
Each time a MS receives a frame correctly, its interference estimate is up-
dated according to Eq. (5.1). In case the MS operates in many cchs, one
interference estimate is built for all channels.

PMeanIF =

{
PLastIF , PMeanIF = 0
(1 − aIF ) · PMeanIF + aIF · PLastIF , PMeanIF �= 0

(5.1)

with
PLastIF Interference value of last received frame
PMeanIF Mean interference estimate of the MS
aIF Weight for the contribution of the latest

interference estimate to total estimate of a MS

The value of the mean interference during the reception of one frame
can be calculated by the MSs from an estimate of the SINR. The estimate
can be calculated with the help of the MUD scheme, that jointly detects
the signals of all active users [Duel-Hallen et al. (1995)]. After receiving
the composite MC-CDMA signal, the receiver simultaneously detects and
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sorts the information from various users. An analysis of its functionality
has been provided in Section 4.1. Based on Eq. (4.8) (and the analysis
in Appendix A), a MS using four correlators is able to calculate an SINR
estimate, by measurements of the power received at each cch. From the
SINR the MS can estimate the mean interference during frame reception
for a known reception power.

The interference during the last received frame, is weighted with aIF

[Orfanos et al. (2005a)]. In this work, the focus is on Small Office/ Home
Office (SOHO) scenarios with low or no mobility of MSs, and therefore TPC
should be immune to high interference peaks. Accordingly, the latest inter-
ference estimate contributes to the SINR estimate of a MS only to a certain
percent. The choice of the weight directly impacts the TPC procedure.

5.2.2 Extended Frame Formats

In order to make the exchange of the interference status information between
MSs possible, that is needed for TPC, RTS and CTS frames need to be
extended by two more fields, TxPow and IfPow, as depicted in Figs. 5.2
and 5.3. In the field TxPow the transmit power used for the current frame is
encoded by a MS and IfPow carries the estimated mean interference power
at this station. Each field is one byte long. All other frames have the same
format as specified in IEEE 802.11a (Section 2.1.9).

Alternatively, the TPC relevant information could be transmitted in the
data and ACK frames, which then would have to be extended with the
two fields TxPow and IfPow. In the data frame, the information should be

Duration Address
Receiver

2 6 4

TxPower IfPower

2 2

FCS

6

Transmitter
AddressControl

Frame

2Octets:

Figure 5.2: Extended RTS frame format.
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Figure 5.3: Extended CTS frame format.
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encoded in the MAC header. Depending on the payload length of the data
frame and the applied PHY mode, the amount of multi-carrier symbols to be
transmitted may remain the same, as without TPC information. However,
the PHY header is filled with information, to cover an integer number of
multi-carrier symbols. The addition of two byte for TPC would require an
extra multi-carrier symbol increasing consequently, the overhead.

The protocol’s efficiency is not much affected by the way selected for
exchanging TPC information. No safe conclusion on the most efficient way
of transmitting TPC information can be made. Throughout this thesis the
TPC information will be send as part of the RTS/CTS control frames.

5.2.3 Power Adjustment Algorithm

Setting a large value for aIF , TPC becomes more sensible to interference
fluctuations, adapting fast the transmission power. As a consequence, all
other MSs sense higher interference levels and adopt their transmission
power to the new status. Accordingly, the interference at the receiver of
the first MS raises, and it increases its transmission power. The outcome is
a vicious circle resulting in MSs reaching maximum transmission power.

On the contrary, a small aIF value results in slower Transmit Power
(TP) adjustments. The power control in this case doesn’t respond imme-
diately to an increase on sensed interference, but adopts the transmission
power in smaller steps, requiring many interference estimates, with big devi-
ation to the current estimate of one MS, for a big increase in the transmission
power.

This technique, combined with an adaptation function, like the one pro-
posed in Section 5.4, is more appropriate for an ad-hoc network able to
provide transmission opportunities to all MSs, even under heavy interfer-
ence.

Figure 5.4 provides an overview of the TPC algorithm. MS 1 transmits
a RTS frame, using the extended frame format of Fig. 5.2. In the frame
transmitted by MS1 the current values of its transmit power PS1

TX and in-
terference power PS1

IF are communicated. MS 2 receives the RTS frame with
power level PRTS

RX and decodes the values of PS1
TX and PS1

IF . MS2 can now
calculate the pathloss L between MS 1 and MS 2:

L = PS1
TX − PRTS

RX (5.2)

MS 2 can also calculate the minimum needed receive power for MS 1
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taking the actual mean interference estimate PS1
IF at MS 1 into account,

assuming a threshold value minSINR:

minPS1
RX = minSINR + PS1

IF (5.3)

From Eqs. (5.2), (5.3) the minimum needed Tx-Power for MS 2 is:

PS2
TX = minPS1

RX + L (5.4)

This Tx-Power is saved in MS 2 and used for future transmissions to MS
1 (and will be communicated in the extended CTS frame).

It is worth noting that a MS needs to adopt its transmission power only
when the newly calculated one differs at least by 1dBm from the previ-
ous Tx-Power value. Such a stepwise adjustment simplifies implementation
and provides means to reduce jitter of the received power. If the minSINR
threshold is 2dB higher than the value needed to achieve the QoS aimed
at with the current PHY mode, both, the stepwise adjustment of transmis-
sion power and possible short fading phenomena during reception, can be
compensated in many cases.

The minSINR value used, is the same for both, the control and data
frames, although control frames are always transmitted with a robust PHY
mode, which requires lower SINR for reception. If different values of minSINR
would be used, the big difference in power adjustment between control and
data frame transmission would lead to large interference fluctuations and
instability in the network. Additionally, since control frames are mainly
used to prevent collisions, they should use a high transmission power to
cover a big range.

If MS 1 receives the CTS frame in Fig. 5.4 with Rx-Power PCTS
RX and

decodes from the frame the values of PS2
TX and PS2

IF , MS 1 can calculate the
pathloss between MS 1 and MS 2

L = PS2
TX − PCTS

RX (5.5)

and the minimum needed Rx-Power for S2

minPS2
RX = minSINR + PS2

IF (5.6)

From Eqs. (5.5), (5.6), the Tx-Power needed for MS 1 can be calculated

PS1
TX = minPS2

RX + L (5.7)
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This Tx-Power value is saved in MS 1 and used for future transmissions
to MS 2. After receiving the data frame, MS 2 transmits the ACK with the
Tx-Power calculated before. It is though possible that MS 2 cannot receive
correctly either the RTS or the data frame (no CTS or ACK arrives in MS
1) due to high interference. In this case, MS 1 repeats the transmission with
double Tx-Power

PS1
TX = PS1

TX + 3dB (5.8)

The successful reception of a frame follows an update of PMeanIF.

5.3 Improved Handshake - Adaptation to Suitable Cch

Before a data transmission starts, a handshake (RTS/CTS) between sender
and receiver takes place so that the medium can be reserved and the trans-
mission will be protected from collisions with frames of other terminals
transmitting in overlap. This is a precaution for the data transfer, but
the RTS and CTS frames are only protected against collision by the CA
mechanism of the CSMA/CA protocol.

In cases, where the reception of RTS is not possible at the receiver,
although there is no concurrent transmission in the channel, but high in-
terference from adjacent channels at the receiver, repeated transmissions of
the RTS frames will result in repeated collisions. Consequently the connec-
tion is blocked or at least suffers from a very high delay. In communication
systems, using more than one channel simultaneously, like the proposed
one, that have free capacity in some channels available, this problem can be
solved efficiently, if a retransmitted RTS frame is send in another channel
[Orfanos et al. (2005f)]. Figure 5.5 shows the effectiveness of an improved
handshake, when applied to the proposed system with 4 cchs. The im-
proved handshake constitutes the first adaptivity function of the proposed
MAC protocol.

According to the given example, MS 1 and MS 2 initiate transmissions
on cch 2 and cch 4 respectively. Transmissions are not synchronized, but
overlap to some degree. Due to the assumed proximity of MS 2 to MS 3, the
latter cannot decode the signal from MS 1 and a collision occurs (Fig. 5.6).
In static and low mobility scenarios, where MSs don’t change their relevant
positions frequently, collisions like the one described, will repeat. MS 1 will
not manage a successful transmission to MS 3 unless it uses a more robust
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PHY mode.
Alternatively, MS 1 may change the cch and initiate a transmission in

another one. If MS 1 changes to cch 4, where the connection between MS 2
and MS 4 is operated, then the two previously interfering stations will share
the same cch in a time basis, which allows them a collision free operation.
The selection of the new cch is proposed to be done randomly and in worst
case it might take up to 3 channel changes until MS 1 might find cch 4 as
usable.

Depending on the relative position of MS 4 to the other stations, MS 2
might also not be able to successfully transmit its data to MS 4. Such a
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situation is shown in Fig. 5.6. The improved handshake can be used also
to resolve collisions owing to hidden stations or caused by a great number
of MSs operating in the same cch.

When an initiated transmission (RTS or data) fails (CTS, respectively
ACK is missed), the MS proceeds with the retransmission according to the
algorithm shown in Fig. 5.7, where an overview of the algorithm is provided,
for the case of a missed CTS. The functionality is the same for a missing
ACK.

According to the algorithm, the transmitting MS doubles the transmis-
sion power and CW value to be used for the retransmission, in case their
values do not exceed the maximum specified ones. Additionally, every time
a frame is received or missed, the station updates its transmission history,
which holds the results of the last five transmission attempts. When the
improved handshake is enabled and two initiated transmissions in a row,
or three out of the last five transmissions have failed (aDecision=true) the
MS decides that the actual cch is currently not useable. This decision con-
trol contributes much to make the algorithm more robust against random
transmission errors. A second decision is needed in order for the MS to
differentiate between:

case 1: a generally not useable channel (GoodChannel=false) where
most of the last five transmission attempts were unsuccessful and
case 2: a generally usable channel (GoodChannel=true), where pre-
vious transmissions were mainly successful.

In both cases, depending on a list of cch idle times, supervised by MSs
that monitor all cchs, the MS will switch first (Fig. 5.5) to the cch with the
largest idle time. Such a cch change is performed with a certain probability,
which is 100% for case 1 (MS is completely blocked) and variable for case
2, in order to avoid a cch change of all interfering MSs at the same time.

MS 1

MS 4

MS 2

MS 3

8m

1m

Figure 5.6: Practical application scenario of the improved handshake.
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Figure 5.7: Improved handshake algorithm. The SDL diagram shows the case
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In the proposed system the probability for changing the cch in case 2 is
relying on the backoff time length prior to the transmission of the collided
frame. Each MS, switches its cch with a probability equal to the quotient
of the number of backoff time slots BTS and the actual value of CW. This
method provides fairness, since MSs with longer backoff periods are more
likely to change the channel and increase thereby their probability of correct
transmission.

Additionally, in extensions of the DCF, like the Enhanced Distributed
Channel Access (EDCA) used in standard IEEE 802.11e [802.11e /D9

(2004)], MSs of high priority with short CW, will be prioritized in channel
change as well.

Referring once again to Fig. 5.5, MS 1 has waited for a backoff time
duration of 3 time slots whereas MS 2 has waited for 6 time slots. Assuming
a CW of 7 for both stations (the previous data frames of both stations did
not collide), MS 1 changes its channel with probability 3/7 and MS 4 with
probability 6/7.

The MSs keep switching their cch until a useable cch is found. A cch
is decided useable as long as the ”last two or three out of five” criterion is
not met. A single failed transmission only leads to an increase of the CW
as described in Chapter 2.

5.4 Frequency adaptation - 2nd adaptation method

In Section 5.3, the ability of improved handshake to limit the effects of MAI
is analyzed. Its performance is limited since one or two cchs in general
might not be able to fulfill the QoS demand of a connection. A longer
connection for instance, in an environment with shorter connections, will
suffer from MAI that can not always be kept sufficiently low. Especially,
in adhoc CDMA networks near-far effects can block a receiver due to high
interference. These effects occur when a receiving station is closer to an
interferer than to its corresponding transmitter. Accordingly, the receiver
cannot detect the intended signal out of the received one and the data
transmission fails.

Depending on the applied receiver architecture, the system is resistent
up to a certain degree against near-far problems. For the MMSE detector
assumed in this work, its theoretical near-far resistance is derived in [Xi-

aodong and Fan (2004)]. The results show that the MMSE detector can
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in general cope with near-far-problems when BPSK modulation is applied.
There is a tradeoff though, between the number of active users and the
near-far ratio. The resistance becomes very poor in a fully loaded system
when a near-far ratio of 20dB, with respect to received power, occurs.

In [Wang et al. (2001)] and [Yi et al. (2003)] a partial sampling MMSE
and an adaptive minimum BER detector is presented. With BPSK, coderate
1/2 and less than the maximum number of cchs used, the above solutions
show a good performance. Furthermore in [Andrews and Meng (2004)]
and [Deng and Lee (2003)] complex receiver architectures are analyzed and
their performance with BPSK 1/2 is proven to approach the ideal maximum
SINR receiver with perfect channel knowledge.

Besides the MMSE detector, interference cancellation has also been dis-
cussed, as a possible solution for near-far problems. In [Benvenuto and
Bisaglia (2003)], the impact of Successive Interference Cancellation (SIC)
and Parallel Interference Cancellation (PIC) detectors is discussed. The ro-
bustness of the detectors to near-far-problems is investigated, when QPSK
modulation is applied. Simulations show that the SIC receiver outperforms
the PIC receiver, but the performance of both degrades with the number of
users. The complexity of this approach is high and the latency times of a
SIC receiver in a fully loaded system could be a drawback for delay sensitive
traffic.

In general, contemporary work focuses on PHY layer solutions for the
near-far problem and the robust Phase Shift Keying (PSK) PHY modes.
These PHY modes though, don’t have the capacity to support heavy load
or a big number of users in the network. Under these conditions, the appli-
cation of QAM PHY modes is unavoidable, which is then reducing much the
receivers’ ability to cope with near-far problems. Therefore, an approach to
the solution of this problem from the MAC layer is required.

In this Section, another enhancement of the basic protocol (Section 5.1)
is presented, namely a frequency adaptation function. The new protocol
has the ability to overcome the near-far-problem by employing a frequency
adaptation method. The key of the proposed method is the interference
estimate built at each receiving MS. Aided by its estimate, a MS can cal-
culate whether the QoS expectations of the incoming connection can be
accomplished. If the interference is too high, the receiving MS initiates
a frequency channel change and informs the corresponding transmitter by
means of the control frames about the Id of the new channel.
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5.4.1 The Frequency Adaptation Algorithm

An overview of the frequency adaptation algorithm is given in Fig. 5.8.
Like in the TPC procedure, the receiver (MS 2 in this case) calculates the
maximum SINR (maxSINR) which is possible to achieve during recep-
tion, according to its current interference (PMS2

IF ) status and the maximum
allowed transmit power in the network (maxPTX). MS 2 can now decide
whether the data packet transfer can take place under the current conditions
[Orfanos et al. (2005e)].

Two cases are possible:

1. maxSINR ≥ minSINR, where minSINR denotes a set threshold
needed, according to the used PHY mode, for the reception of the
data frame with PER of, say, less than 3%. The aimed PER value can
be different, depending on the application and supported QoS. The
data transfer can take place in the current frequency channel. MS 2
sends an extended CTS frame, as shown in Fig. 5.3, with the actual
values of PMS2

TX and PMS2
IF .

Should the CTS frame be received correctly, MS 1 will transmit the
actual data packet according to the C-DCF protocol. In case of er-
roneous reception, the RTS retransmit timer of the MAC protocol in
MS 1 will reach zero and MS 1 will start a retransmission attempt
with a new RTS frame, after having increased the CW by a factor of
two.

2. maxSINR < minSINR. In this case MS 2 changes the frequency
channel with a certain probability, which in this work is set to 50%.
The selection of the new frequency channel is done randomly out of
the set of the system’s available channels.
The probabilistic change of the frequency channel is needed in order to
prohibit unnecessary frequency changes and collisions owing to possi-
ble near-far-problems in the new frequency channel [Butsch (2004)]:
In scenarios with heavy load, it can occur that more than one receiver
are blocked by other transmissions or are even blocking each other. If
a connection is diverted to another frequency channel, the interference
situation is changed at once, and it might be then possible for all other
receivers to communicate with much less near-far-problems. If this is
not the case, other MSs will have to change the frequency channel,
too.
The frequency channel change probability is set to 50%. Larger values
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Figure 5.8: The frequency adaptation algorithm.

lead to more frequent channel changes since all MSs with mutual block-
ing connections will change the frequency channel and again might not
be separated, which was the original intention of the algorithm. How-
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ever, lower values than 50% for the frequency channel change proba-
bility lead to inertia on channel switching, which has a direct impact
on the system’s throughput.

The extended CTS frame (Fig. 5.3) is send to MS 1 using maxPTX and
the robust BPSK 1/2 PHY mode to ensure the correct reception. The fields
PMS2

TX and PMS2
IF are filled with the current values available at MS 2.

The Duration Field of the CTS frame (Fig. 2.8) is used in the IEEE
802.11 standard to denote the duration of the data transfer after the end of
the current control frame, in microseconds. In case of a frequency change,
MS 2 can use the Duration Field to denote a frequency change and to encode
there the new frequency channel IDentification (ID). This does not create
inconsistencies to the receiver of the frame, since the small duration values
in Duration Field do not make sense according to the standard. After the
transmission of the CTS frame, MS 2 changes to the new frequency channel
and resets all its transmission relevant parameters:

PS2
TX = startPTX

PS2
IF = −93dBm = N0

MS 1 receives the CTS frame with Rx-Power PCTS
RX and decodes from

the frame the values of PS2
TX and PS2

IF . Accordingly, MS 1 calculates the
pathloss between MS 1 and MS 2:

L = PS2
TX − PCTS

RX (5.9)

and the maximum achievable SINR under the current interference situ-
ation:

maxSINR = maxPTX − L − PS2
IF (5.10)

MS 1 compares the values of maxSINR and minSINR to decide about
a frequency change. This operation is not really necessary since the in-
formation about the frequency change is also available from the Duration
Field of the extended CTS frame transmitted by MS 2, but it provides an
additional control mechanism for the algorithm. MS 1 changes to the new
frequency channel and resets its relevant parameters:

PS1
TX = startPTX

PS1
IF = −93dBm = N0
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Afterwards, MS 1 initiates a new transmission with a RTS frame in the
new frequency channel after monitoring the channel for at least a period of
five DIFS intervals in order to gain a picture of the interference situation in
the new frequency channel.

5.5 Performance Analysis and Comparison with the Stan-
dard DCF

Considering a complete transmission cycle, such as the one shown in Fig.
5.9, a comparison between the maximum achievable throughput of the MC-
CDMA and the OFDM based system can be carried out. The time needed
for a complete data packet transfer Δt in IEEE 802.11a, ignoring collisions
and considering the average backoff interval, can be calculated as:

Δt = DIFS + tRTS + SIFS + tCTS + SIFS + tDATA +
SIFS + tACK + 3.5 ∗ aSlotT ime (5.11)

ACK

Frame

CTS

RTS

SIFSSIFSSIFS

Frame

DIFS
..

A transmission window 

Figure 5.9: A transmission window.

Taking into account the number Nb of information bits per multi-carrier
symbol for the applied PHY mode (Table 4.3), the number of multi-carrier
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symbols Ns required for the transmission of a frame with L bits is given by
Eq. (5.12):

Ns = 	L · SF

Nb

 (5.12)

Assuming a MAC-SDU of 1024 byte and considering the 336 bits MAC
and 22 bits PHY overhead, the number of multi-carrier symbols, required
for the transmission of each frame in the transmission window with the
OFDM, as well as with the MC-CDMA system with SF = 4, is given in
Table 5.1. For the transmission of control frames the QPSK 1/2 PHY mode
is used. The interframe space durations and the slot length are taken from
the IEEE 802.11a standard and are summarized in Table 5.2.

Given the length of one symbol which is 4μsec for both systems and
that in each frame a 16μsec preamble and a 4μsec signal field are added
[802.11a /D7 (1999)], it can be found:

ΔtOFDM = 393.5μsec (5.13)

ThroughputOFDM = 1024 ∗ 8/393.5μsec = 20.82Mbit/sec (5.14)

ΔtMC−CDMA = 1037.5μsec (5.15)

ThroughputMC−CDMA = 4 ∗ 1024 ∗ 8/1037.5μsec = 31.58Mbit/sec (5.16)

The MC-CDMA system can theoretically achieve 51.68% higher effi-
ciency than OFDM with the highest, 64QAM3/4 PHY mode.

Table 5.1: Number of multi-carrier symbols per frame.

Frame type OFDM MC-CDMA

RTS 4 16
CTS 3 12
DATA QPSK 1/2 179 713
DATA 64QAM 3/4 40 159
ACK 3 12
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Table 5.2: Durations.

Parameter Duration

SIFS 16μsec
DIFS 34μsec
aSlotTime 9μsec

For the QPSK1/2 PHY mode respectively, the following throughput is
calculated:

ΔtOFDM = 915.5μsec (5.17)

ThroughputOFDM = 1024 ∗ 8/915.5μsec = 8.95Mbit/sec (5.18)

ΔtMC−CDMA = 3253.5μsec (5.19)

ThroughputMC−CDMA = 4 ∗ 1024 ∗ 8/3253.5μsec = 10.07Mbit/sec (5.20)

According to the above results, the protocol efficiency in this case is
12.51% higher for MC-CDMA.

Figure 5.11 presents the results of a direct comparison for both systems
for different data packet sizes while Fig. 5.10 gives the comparison results
for different PHY modes. In both cases the MC-CDMA system achieves
higher MAC protocol efficiency, compared to the OFDM system. The MAC
protocol efficiency is defined as the percentage of net MAC throughput to
the channel capacity at the PHY mode used for data frame transmission.
The difference increases with the PHY mode and drops with data packet
size, from MC-CDMA point of view.

The main advantage of MC-CDMA compared to an OFDM based sys-
tem in MAC level, is the longer duration of frames. Spreading the symbols
by a factor of four, increases the size of frames by four, while the pream-
ble and guard intervals (SIFS, DIFS) remain constant. This results in a
reduction of the relative overhead needed for the transmission of a data
packet, thus the MAC protocol efficiency improves. For further reductions
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Figure 5.10: MAC protocol efficiency comparison for different PHY modes.
The MAC protocol efficiency is defined as the percentage of net
MAC throughput to the channel capacity at the PHY mode used
for data frame transmission

of overhead, a higher Spreading Factor SF could be applied in channels with
higher capacity, where the higher transmission rate would compensate for
the higher service time introduced by spreading.

5.5.1 Performance analysis in a wideband channel

Recently, the research project Wireless Gigabit with Advanced Multimedia
Support (WIGWAM) [www.wigwam-project.de] is working towards the de-
sign of a system for wireless data transmission with speeds up to 1 Gbit/sec.
For the Home and Office WLAN networks, which are the focus of this thesis,
the WIGWAM project proposes the use of 100 MHz wide frequency chan-
nels at the 5.25 GHz frequency band. Further parameters of the suggested
wideband channel are given in Table 5.3. Under these conditions, the max-
imum achieved data rate at the channel, assuming the 64QAM 3/4 PHY
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Figure 5.11: MAC protocol efficiency comparison for different data packet
sizes.

mode, is 394.41 Mbit/sec.
In order to calculate the throughput of C-DCF under these conditions,

the time needed for a complete data frame transfer should be calculated,
that is given from Eq. (5.11). The needed parameters for the calculation
have the following values:

Table 5.3: Parameters of the wideband channel for high speed WLANs at 5.25
GHz.

Parameter Value

Symbol interval 6.8μsec = 6.4.2μsec + 0.4μsec
Guard interval 0.4μsec
Number of subcarriers 596 Data + 20 Pilot
Subcarrier spacing 0.15625 MHz
Channel bandwidth 100 MHz
Carrier frequency 5.25 GHz
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The synchronization preamble has a duration of 16μsec [802.11a /D7

(1999)].
The RTS, CTS frames have the extended frame format described in
Section 5.2.2.
The format of data and ACK frames is the same as described in Section
2.1.9.
PHY layer frames are build according to the format described in Sec-
tion 2.2.2.
The signal field of the PHY layer frame has a length of 24 bits [802.11a
/D7 (1999)] and is transmitted with the BPSK 1/2 PHY mode. Con-
sequently, it covers in DCF a complete multi-carrier symbol [802.11a
/D7 (1999)] and in C-DCF with SF=4, the same field (4x24 bits=96
chips) covers 4 multi-carrier symbols. When the wideband channel is
used for C-DCF, the 96 chips of the signal field fit in one multi-carrier
symbol with 6.8μsec duration.

From the above parameter values, Eqs. (5.11) and (5.12), the duration
for a complete data frame transfer can be calculated for different PHY
modes and data packet sizes and therefrom the throughput at MAC layer.
The results are presented in Fig. 5.12 in form of MAC protocol efficiency.
Optionally, the wideband IFS values of Table 5.4 can be used to increase
further the throughput.

From Fig. 5.12 the advantage of spreading, through the application of
MC-CDMA, is obvious for all the analyzed cases. The C-DCF achieves
higher MAC protocol efficiency, that depending on the applied setup is up
to 281% higher than the OFDM based DCF.

Table 5.4: Values of interframe spaces adopted to the wideband channel.

Parameter Value

aSlotTime 4μsec
SIFS 4μsec
DIFS 8μsec
Preamble 4μsec
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Figure 5.12: MAC protocol efficiency comparison for different data packet sizes
and PHY modes.
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MACNET2 stands for Multihop Ad Hoc Network Simulator for Hiper-
LAN2 and IEEE 802.11a. This event driven simulation tool was orig-

inally developed in [Peetz (2003)], for the performance evaluation of the
HiperLAN/2 MAC protocol. The protocol is implemented in Specification
and Description Language (SDL) as graphical representation, and trans-
lated to C++ with the SDL2SPEETCL [Aixcom (2002)] translation tool.

Besides the SDL graphical implementation, MACNET2 comprises sev-
eral C++ modules, which either act as support for the SDL functionality in
form of Abstract Data Types (ADT) or stand for the channel model, traffic
load generator and simulation control.

An overview of the simulation tool is given in Fig. 6.1.
In this thesis, the MACNET2 simulator has been extended with the

functionality of a MC-CDMA based, distributed WLAN. On MAC level,
the modules of the C-DCF MAC protocol have been added and a detailed
MC-CDMA model is implemented in the PHY layer.

Extensions are performed to the channel model. The multi-channel
structure of spread spectrum systems, with users active in parallel, and
the distributed channel access of the new protocol compared to the cen-
tralized control in the HiperLAN2 system, require different approach, es-
pecially for the interference modelling and calculation. Besides adjacent
channel interference, MAI from different cchs is taken into account for all
the asynchronous transmissions running in parallel.



72 6. The MACNET2 Simulation Tool

PHY

MAC

MAC 802.11
manager

SDL

C++C++

C++

terminal

C++

channel model

transmitter receiver

us
er

 in
te

rf
ac

e

si
m

co
nt

ro
l

traffic load generator

Figure 6.1: The MACNET2 simulation tool.

6.1 SDL Modules - Protocol Specification

The new developed algorithms, together with the C-DCF, have been speci-
fied in SDL. The implementation comprises four processes: the MAC IEEE
802.11 manager, the transmitter and receiver and the process to represent
the functionality of the PHY layer. The MAC IEEE 802.11 manager in-
terfaces to the MAC layer and the traffic load generators implemented in
C++. It is also responsible for the communication between transmitter and
receiver and the distribution of incoming signals among them.

The initialization of backoff procedure, the transmission of frames and
the evaluation of queueing delay are done at the transmitter process. The
receiver module provides the functionality needed for the reception of the
frames and performs the evaluation of the service time duration.

Coding and mapping of the information bits into modulated symbols
take place in the transmitter part of the PHY layer. In addition, MC-
CDMA spreading is performed, the coded OFDM symbols are created and
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the cyclic prefix added. Adequate functions for the reverse operations exist
at the receiver part.

6.2 SPEETCL

For a detailed implementation according to the International Standards
Organization (ISO)/ Open Systems Interconnection (OSI) model and the
performance evaluation of the protocol, SDL Performance Evaluation Tool
Class Library (SPEETCL) [Aixcom (2002)] is attached to the MACNET2
simulation tool. The SPEET library provides classes for an accurate mod-
elling of telecommunication entities and the communication between both,
corresponding entities and neighboring layers of the ISO/OSI model.

Furthermore, SPEETCL contains powerful functions for statistical per-
formance evaluation of the results. Especially for the evaluation of data
packet delay, besides the calculation of the mean, variance, and moments
of higher order, the library provides means for calculating the Cumulati-
ve Distribution Function (CDF) of random variables. This functionality is
especially applied for estimating the CDF of data packet queueing delay.

6.3 C++ Modules

The C++ modules comprise the simulation control, user interference calcu-
lation and channel modelling.

The simulation control section manages initialization and control of
both, the simulation run and the event driven scheduler of the simulator.
It is also responsible for the assignment of the user specified values to the
system parameters, and the periodic update of the simulation output files.

The user interface consists of C++ procedures, which are called from
the SDL modules in form of ADT. Here the Protocol Data Unit (PDU) and
SDU classes are build, with the needed functions for parsing information to
their variables and for retrieving it.

The channel module is used to represent logical connections of different
MS entities. It contains functions for the calculation of path loss as given
in Eq. (6.1), provides models for measurements of the received power and
the interferences at the receivers and contains detailed functionality model
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of both, the MMSE MUD and the convolutional encoder.

L = −10loggt − 10loggr − 20log
λ

4π
+ 10γlogd (6.1)

6.3.1 Traffic Load Generators

The traffic load generators, offer traffic defined by type, data packet length
and mean interarrival time. These parameters can be set for each MS indi-
vidually. In order to evaluate the QoS achieved under different load condi-
tions, three types of traffic load generators are implemented in MACNET2:
Poisson, constant bitrate and Moving Picture Experts Group (MPEG). With
the Poisson and the constant bitrate generators the data packet length is
constant and defined in the ini-file, while the MPEG traffic load generators
deliver data packets of variable length according to MPEG-4 loaded H.263
video traces as defined in [Fitzek and Reisslein (2001)].

6.3.2 Interference Calculation

In multiuser scenarios a complex interference model is used. Since packet
switching is used, users in the same frequency channel can be affected by
fluctuating interference levels [Akyildiz et al. (1999)]. In simulations per-
formed for this thesis, all alien transmissions contribute to MAI, namely
other transmissions on the same cch and transmissions on other cchs. The
SINR is calculated according to the model provided in Section 4.1 and takes
into account not only the transmission powers in all cchs, but also relative
delays of all transmissions interfering to the observed one.

Since the interference is not constant during frame reception, event
driven simulation is applied in the channel model. The signals startReceive
and endReceive, sent (simulator internally, not via a cch) by the transmit-
ter of a frame to all stations mark the start and end of a frame as depicted
in Fig. 6.2. Upon receiving these signals, MSs who are not the intended
receivers of the frame, update their interference estimates. The interference
and consequently the SINR calculation, is thus divided into intervals with a
constant interference level. For all intervals, SINR values are calculated in
each receiver and at the end of the reception they are averaged resulting in
a mean SINR value, Fig. 6.3. Should one of the intermediate SINR values,
at a receiver be smaller than 0dB, the frame is discarded.



6.3. C++ Modules 75

Signal transfer State transition

startR
eceive

   Idle

endTransmit

station
Listening

ENVIRONMENT

Transmitter Receiver

endReceive

sTransmInd

Receiving   Idle

   Idle

   Idle

Sending

   Idle

Transmitting

   Idle

   Idle

(add interference)

startReceive

endReceive

(reduce interference)

Send

Figure 6.2: Event driven channel model for interference calculation.
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The average PER for a packet is calculated based on the above men-
tioned estimation of the mean SINR assuming the convolutional decoder
with generator polynomials g1 = 1338 g2 = 1718. Optionally, an upper
limit for the tolerable PER value can be specified, resulting in discarding
all frames with higher PER.

6.4 Validation

The simulation tool has been validated with respect to its results in terms
of throughput and delay by the analytical modelling approach presented in
Section 5.5.

Figure 6.4 presents the network and cch throughput as a function of
the offered load for the 64QAM 3/4 PHY mode. The data PDUs are 1024
byte long and the scenario consists in this case of two terminals using all
four cchs in parallel to exchange information with each other. Both, ana-

time
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Figure 6.3: Mean interference calculation.
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lytical (markers) and simulated results (lines), show the same performance
characteristics. The service time consists in both cases of about 1,03ms,
complying with the one previously calculated, see Section 5.5.
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C-DCF Performance Evaluation: cch selection on
Connection Basis
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This chapter introduces simulation results for the new MAC protocol de-
scribed in Chapter 5. Divided in five sections, the results comprise the

performance evaluation of the C-DCF, the enhancements from the applica-
tion of power control and the benefits of the first and second adaptation
method. In the last section, conclusions are drawn.

The parameter values used in the simulations are shown in Table 7.1.

7.1 Basic MAC

In order to measure the practically achievable throughput of the proposed
C-DCF for operation on 4 MC-CDMA cchs, the scenario shown in Fig. 7.1
is simulated at first. It describes a typical SOHO scenario, which is the
focus of this thesis, comprising 10 terminals operating 5 connections in a
8mx8m area. This elementary scenario is used for simulations at first, in
order to deploy the protocol’s features and limits, where MSs experience low
distortion from MAI. Simulations of complex scenarios will follow in next
sections of this chapter.

Simulations are performed with the QPSK 1/2 PHY mode used for both,
control and data frames, in all connections. For these simulations a CWmin
size of 7 is used to allow a direct comparison with the mathematical analysis
results given in Section 5.5. In general, due to contention reduction by
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Table 7.1: Simulation parameters.

Parameter Value

max. TxPower 17dBm
start TxPower 6dBm
Spreading Factor 4
CWmin 7 slots (Data QPSK 1/2)

15 slots (Data 64QAM 3/4)
31 slots (>20 MSs and multihop)

CWmax 1023 slots
Number of subcarriers 48 Data + 4 Pilot
Subcarrier spacing 0.3125 MHz
Channel bandwidth 20 MHz
Carrier frequency 5.25 GHz
Noise level -93dBm
Pathloss factor 3.5
TxRate Data 12/54 Mbit/sec
TxRate Control 6/12 Mbit/sec
RTS/CTS enabled
Symbol interval 4μsec = 3.2μsec + 0.8μsec
Guard interval 0.8μsec
Preamble 16μsec
Max. propagation delay 0,370μsec
MAC SDU length 1024 Byte
SIFS 16 μsec
DIFS 34 μsec
PIFS 25 μsec
aSlotTime 9 μsec
Frequency change probability 50%
target SINR 25dB (64QAM 3/4)

10dB (QPSK 1/2)
TPC fading margin 2.5dB (included in target SINR)
Number of Frequency Channels 2
aIF 0.25
Offered load distribution Poisson (default)

MPEG
CBR

LRE confidence interval 5%
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operating four parallel cchs in the same frequency channel, a smaller CWmin
can be used. Poisson traffic load generators are applied with normalized
mean interarrival time equal to the average transmission window size for
MC-CDMA (Eq. (5.19)), as calculated in Section 5.5. Mean interarrival
time is scaled to the offered traffic load parameter.

The selection of the cchs is done randomly for all connections, and does
not change throughout the connections running time. Before the first trans-
mission of a data packet in each connection, the RTS frame is transmitted
in all 4 cchs, in order for the transmitter to inform the receiver about the
cch to be used.

Figures 7.2 and 7.3 show the simulated system throughput and through-
put per cch versus the offered load for 512 and 1024 byte long MAC sublayer
Service Data Unit (MSDU)s respectively. Simulation results show that the
proposed C-DCF achieves a total throughput close to the theoretical maxi-
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Figure 7.1: Elementary simulation scenario.
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mum (Eq. (5.20)), for high offered load. This is 8.75 Mbit/sec in case of 512
byte long MSDUs with the QPSK PHY mode. For the case of 1024 byte
long MSDUs, the system throughput approaches under saturation (with an
offered load greater than 10 Mbit/sec) a maximum of 83% of the frequency
channel capacity, corresponding to 10.05 Mbit/sec.

In the simulated scenario saturation is reached at an offered load exceed-
ing 25% the analytically calculated maximum throughput value. Taking as
example the case of 1024 byte long data packets, saturation is reached when
all resources are utilized, thus each cch carries 2.5 Mbit/sec of traffic. As-
suming that offered load is same for all MSs, saturation is reached when 2.5
Mbit/sec/con. offered load is applied (which equals to 5x2.5 Mbit/sec=12.5
Mbit/sec offered load in the system), in order to saturate each cch. As a
result, the offered load in cch 1 carrying two connections sums to 5 Mbit/sec.

From the two figures 7.2 and 7.3, the dependency of the system through-
put on data packet size is obvious. The reason for this is the growing payload
with data packet size, whereas the size of control frames, the duration of
guard intervals and different sublayers’ overhead remains the same.
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Figure 7.2: Achievable system throughput and throughput per cch for 512 byte
long data packets, applying the QPSK 1/2 PHY mode for both
control and data frames.
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Figure 7.3: Achievable system throughput and throughput per cch for 1024
byte long data packets, applying the QPSK 1/2 PHY mode for
both control and data frames.

In Fig. 7.3 system throughput raises linearly with offered load, up to a
value of 6.25 Mbit/sec. At this point, each of the 5 connections is offered
1.25 Mbit/sec Poisson load in average and cch 1 carrying 2 connections,
reaches its maximum throughput of 2.5 Mbit/sec (see Section 7.3). As a
result, for values of offered load higher than 6.25 Mbit/sec, only the three
other cchs, that are not yet saturated, can raise their amount of carried
traffic. Consequently, system throughput raises with offered load, from this
point on, with a gradient of 0,75 until saturation. The system throughput
curve for 512 byte long data packets in Fig 7.2 has similar characteristics.

Figure 7.4 shows the measured mean queueing delay over all transmitted
data packets with offered load, for 512 and 1024 byte long MSDUs. Queue-
ing delay denotes the duration for which a data packet waits for transmis-
sion in the queue. The results in Fig. 7.4 show a progressive increase of
the queueing delay with offered load, after the saturation point of cch1 that
serves two connections.

In Fig. 7.5 the mean queueing delay per connection with offered load
is presented, for both cases of 512 and 1024 byte long data packets. When
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Figure 7.4: Mean queueing delay over all transmitted data packets for 512 and
1024 byte long data packets, applying the QPSK 1/2 PHY mode
for both control and data frames.

load does not exceed the saturation point of the particular connection, that
as discussed before depends on the number of concurrent connections per
cch, the mean queueing delay is below 10 msec, which is an acceptable value
for wireless data transmission.

The mean service time over all transmitted data packets with offered
load for both, 512 and 1024 byte long MSDUs is shown in Fig. 7.6. The
service time is defined as the time between the first transmission attempt of
a RTS for a data packet and the reception time of the corresponding ACK.
The measured service time is on average 1.8 and 3.4msec, respectively, latter
corresponding well to the value of Eq. (5.19), and are for both cases constant
and independent of the offered load. The service time could be affected
from collisions, especially under higher load. Collisions lead to repetitive
transmissions of the same frame after some backoff periods for the previously
collided MSs. The simulation results give evidence to the assumption that
the proposed protocol avoids collisions during contention periods, at least
for the limited number of connections in the SOHO environment studied.
This is a benefit of the parallel cchs used, since each station has now fewer
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Figure 7.5: Mean queueing delay per connection for 512 and 1024 byte long
data packets, applying the QPSK 1/2 PHY mode for both control
and data frames.

competitors for medium access. Another proof of the efficient use of the
available resources is the mean idle time, of all cchs, which has been found
under full load in the simulation to be 5,79%.

In Figs. 7.7 and 7.8 the CDF of the measured delay in the example
scenario is presented for different types of load.

In Fig. 7.7 the CDF for data packet queueing delay is shown for different
data packet sizes, traffic source types and load intensities. Comparing the
results for load 1.0, it is observed that for Poisson traffic sources both, the
probability of no queueing delay and the maximum queueing delay value are
higher, compared to the Constant Bit Rate (CBR) source. This results from
the occasional burstiness of data packets from the Poisson traffic source,
which consequently leads to higher delay of data packets. Unlike Poisson,
the CBR traffic source is non-bursty in traffic, but with the same load, any
erroneous frame results in queueing delay for all the following frames. The
queueing delay’s CDF for large data packets appears to be similar to that for
short data packets (512 byte), with the difference that shorter data packets
face shorter queueing delay, in general.
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Figure 7.6: Mean service time over all transmitted data packets for 512 and
1024 byte long packets, applying the QPSK 1/2 PHY mode for
both control and data frames.

Under lower offered load the measured queueing delay reduces. For
offered load of 75% and Poisson traffic, the maximum queueing delay is
about 6.2msec, corresponding to the transmission window size of 2 data
frames.

Figure 7.8 presents the CDF of data packet queueing delay at MS 7 (see
con. 4 in Fig. 7.1), with two MPEG streams in parallel, each offered 280
kbit/sec load. Other connections carry Poisson traffic with average inten-
sity of 600 kbit/sec. The queueing delay is provided for 512 and 1024 byte
long MSDUs and has an average value of 0.7msec and 0.25msec, respectively.
Both graphs show that transmitted data packets experience very low queue-
ing delay with high probability, while a small amount of data packets only
face higher but still small queueing delay. Theses data packets are reaching
the destination MS after a retransmission, caused by frame corruption in
the channel.

For 512 byte long MSDUs, the amount of data packets experiencing
higher queueing delay is bigger. Since in both simulations the same MPEG
trace file is used, the amount of data to be transmitted is the same, and
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Figure 7.7: CDF of data packet queueing delay in the network at different
load. The applied PHY-mode is QPSK 1/2 for both control and
data frames.

the amount of transmitted MSDUs is doubled, when 512 instead of 1024
byte long MSDUs are transmitted as the payload. For the same channel
conditions, the amount of corrupted frames is approximately doubled, too.
This explains also the higher peak value of the queueing delay for 512 byte
long data packets. The probability that a data frame at the beginning of
a burst is corrupted is higher, and its retransmission affects the queueing
delay of all the other data frames of the burst. In general, a small data
packet size increases the average queueing delay as a result of additional
control frames and both, MAC and PHY overhead.

Summarizing, the network’s performance for MPEG load is very good,
due to the cchs. MSs don’t compete for the whole channel, but for a frac-
tion of it, namely one cch. In the following chapters, the advantages of the
new proposed protocol will be shown in larger scenarios, with data trans-
missions at higher PHY modes. In the current scenario, each transmitting
MS is attached to one cch, and can completely utilize its resources for trans-
mission, leading to short queueing delay. This can be considered as a form
of bandwidth reservation for the transmitting MS. The network could con-
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Figure 7.8: CDF of data packet queueing delay at MS 8 with two MPEG
streams. The applied PHY-mode is QPSK 1/2 for both control
and data frames.

sequently support more reservations if the number of spreading sequences
would increase, which is feasible with broader bandwidth channels.

7.1.1 Basic MAC queueing delay evaluation in a wideband channel

The scenario of Fig. 7.1 is used for comparison of queueing delay per-
formance of C-DCF in both, the IEEE 802.11a 20 MHz channel and the
wideband (100 MHz) channel suggested in project WIGWAM. The MAC
protocol efficiency has been compared in Fig. 5.12, where the ability of
C-DCF to achieve high efficiency in wideband channels was shown.

Figure 7.9 presents the CDF of queueing delay for data packets transmit-
ted in con. 2, in both cases, of the 20 MHz and 100 MHz channel applied.
Data packets are 1500 Bytes long and the applied PHY-mode is 16QAM
1/2 for control and 64QAM 3/4 data frames (3rd case in Fig. 5.12). Pois-
son traffic load generators are used that offer load with average intensity
equal to 95% of MAC level throughput. The queueing delay measured with
both channels is very small, with transmissions in the wideband channel
experiencing 5 times lower delay. Since the offered load and the protocol
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(C-DCF) are the same is both cases, the queueing delay in the wideband
channel profits from the effectively smaller overhead. In case a transmission
error or collision occurs and a retransmission is needed, the duration of a
complete frame transmission is 953.5μsec in the 20 MHz channel, whereas
in the 100 MHz channel 494.3μsec are required for a complete transmission.

The CDF estimation in the results of Fig. 7.9 was done by the Limi-
ted Relative Error (LRE) algorithm [Schreiber (1988)] with a confidence
interval of 5%. Other CDF estimations in this thesis are based on simpler
algorithms (measurements of relative frequency of a value.), as they serve the
comparison among both, different simulation setups and proposed functions
of the C-DCF MAC protocol.

7.2 Transmit Power Control Analysis

In wireless networks, it is always beneficial to keep interference low. Espe-
cially in systems where MAI occurs, each transmitter should use the min-
imum possible transmission power, which ensures both, correct reception
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Figure 7.9: CDF of data packet queueing delay for con. 2 in the wide-
band channel, built by LRE algorithm. The applied PHY-mode
is 16QAM 1/2 for control and 64QAM 3/4 data frames.
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at the corresponding receiver and produces the least MAI to concurrent
transmissions. In the following, power control is analyzed, according to
simulation results based on the scenario of Fig. 7.10, where longer connec-
tions coexist with shorter ones in the same frequency channel, using different
cchs.

Connections from MS 1 to MS 2 and MS 9 take place in cch 1, the
connection from MS 3 to MS 4 in cch 2, connection from MS 5 to MS 6
in cch 3 and connection from MS 7 to MS 8 takes place in cch 4. The
minSINR value is set to 12dB. For the QPSK 1/2 PHY mode and the used
data packet length, a SINR value of 9.5dBm is sufficient for the PER to
be close to zero. A 2.5dB margin is added in order to mitigate the effects
of short term fading. Offered load follows the Poisson distribution and is
a fraction of the cch maximum capacity at MAC layer, as calculated in
Section 5.5.
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Figure 7.10: Simulated scenario for TPC analysis.



7.2. Transmit Power Control Analysis 91

 0

 1.25

 2.5

 3.75

 5.0

 6.25

 7.5

 8.75

 10.0

 0  1.25  2.5  3.75  5.0  6.25  7.5  8.75  10.0  11.25

with TPC
without TPC

Offered load [Mbit/sec]

C
ar

rie
d 

tr
af

fic
 [M

bi
t/s

ec
]

Figure 7.11: System throughput with and without TPC. The applied
PHY-mode is QPSK 1/2 for both control and data frames.

In Fig. 7.11, the carried system traffic versus the offered load is given
for both, activated and deactivated TPC. It can be seen from the figure
that under high load the system’s performance with TPC is better than
without. In this case the maximum achieved throughput is 9.1 Mbit/sec.
This corresponds to 91.2% of the theoretical maximum (Section 5.5). The
throughput gain, when TPC is activated, is a result of the lower interference
from ongoing transmissions, in other cchs.

The contribution of TPC to reduce interference, is better visible from
Figs. 7.12 and 7.13. Figure 7.12 gives the carried traffic per cch without
TPC. All MSs use the maximum transmit power of 50mWatt (17dBm). In
this case, the long distance transmission, from MS 3 to MS 4, suffers under
high load from high interference generated by MS 1, MS 5 and MS 7. Even
with the robust QPSK 1/2 PHY mode, few data packets only can be trans-
mitted on this connection when the other MSs are very active. For offered
load less than the maximum cch capacity, MS 3 manages data transmissions
on the idle time of its interferers. Short distance connections run without
problems, and, as can be seen from the diagram, the corresponding cchs
(cch 1, cch 2 and cch 4) achieve almost the maximum throughput (each
about a quarter of the system throughput).
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Figure 7.12: Throughput per cch without TPC. The applied PHY-mode is
QPSK 1/2 for both control and data frames.
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Figure 7.13: Throughput per cch with TPC. The applied PHY-mode is QPSK
1/2 for both control and data frames.
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Figure 7.13 presents the carried traffic per cch over the offered load
with TPC activated. The output powers of the transmitting stations are
now adjusted by the TPC, algorithm to the algorithm in Fig. 5.4, to the
following values:

MS 1: -18.5dBm
MS 3: 0.2dBm
MS 5: -5.7dBm
MS 7: -10.7dBm

It can be seen from Fig. 7.13, that with these power arrangements no
connection is blocked and the system achieves in every cch high throughput
capacity. The major benefit of TPC, however, is the reduction of queueing
delay, for connections that without TPC are are under high load (partially)
blocked from high interference, like con. 2 (between MS 3 and MS 4). In
Figs. 7.14 and 7.15, the mean queueing delay (of all successfully transmitted
data packets) is shown over the offered load. Without TPC, the operation
for con. 1, con. 3 and con. 4 is ideal and the achievable queueing delay
low. Queueing delay of data packets from MS 3 is low, for low offered load,
but raises rapidly when the offered load exceeds 65% of the cch capacity,
as offered load in concurrent connections reduces the chance for occurrence
of low interference intervals, that MS 3 could use to transmit its data. The
situation improves with TPC, Fig. 7.15, where the transmission power is
reduced to the necessary level. For offered load up to 2.1 Mbit/sec/con.,
the queueing delay of previously blocked MS 3 does not exceed 50msec, and
reaches 100msec for a fully loaded network (2.5 Mbit/sec/con.). Thereby,
the mean queueing delay of other MSs improves, too.

Figures 7.16 and 7.17 present the mean service time of successfully trans-
mitted data packets per MS over the offered load, for both cases of deacti-
vated and activated TPC, respectively. Without TPC, con. 2 suffers higher
average service time than other connections, that raises up to 6.5msec for
a high offered load. This service time value equals to double the transmis-
sion window size (Eq. (5.11)), which corresponds to one erroneous frame
transmission per data packet. With activated TPC, the service times reduce
much, while their increase with offered load is limited to 0.7msec, reaching
a maximum of 4msec.

For an offered load of 1.0, Fig. 7.18 shows the CDF of queueing delay
in the network. The application of TPC lowers slightly the probability
of low queueing delay, but improves the network’s performance drastically
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Figure 7.14: Mean queueing delay per transmitting MS without TPC. The
applied PHY-mode is QPSK 1/2 for both control and data frames.
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PHY-mode is QPSK 1/2 for both control and data frames.
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Figure 7.16: Mean service time per transmitting MS without TPC. The ap-
plied PHY-mode is QPSK 1/2 for both control and data frames.
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Figure 7.17: Mean service time per transmitting MS with TPC. The applied
PHY-mode is QPSK 1/2 for both control and data frames.
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with respect to the maximum measured queueing delay, reaching 0.25sec
in the considered scenario. Without TPC (see Fig. 7.14) the maximum
measured queueing delay approaches 0.9sec. Apparently, TPC reduces the
interference to con. 2 substantially.

The proposed TPC method is based on estimating interference at the
receiver, that is updated after a successful transmission, see Fig. 5.4. The
most recent interference value measured contributes to the mean interfer-
ence estimate with a weight factor aIF . The influence of the weight factor
on the queueing delay CDF is shown in Fig. 7.19. The worst performance
is achieved with aIF = 1.00. In this case only the most recent interference
value is taken into account for estimating the mean interference at the re-
ceiver, leading to an overreacting power adjustment on the link and poor
network performance. Best performance is achieved for aIF = 0.75, allow-
ing sufficient reactive power adjustment. For aIF = 0.25 and aIF = 0.50
the queueing delay performance is worse, with aIF = 0.25 achieving the
second best CDF. Since the considered scenario is non-representative for
all possible set-ups of MSs, the weighting factor will have to be optimized
scenario specific. The benefits of TPC will be exploited in the following in
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Figure 7.18: CDF of queueing delay with and without TPC. The applied
PHY-mode is QPSK 1/2 for both control and data frames.
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Figure 7.19: CDF of queueing delay for different weights in mean interference
calculation. The applied PHY-mode is QPSK 1/2 for both control
and data frames.

other scenarios, under heavy MAI and data transmission using higher PHY
modes.

7.3 Improved Handshake - Adaptation to Suitable Cch

It has been shown in the previous section that TPC is beneficial in a wireless
network where longer connections coexist with shorter ones. In decentrally
controlled networks, it is not always possible to adjust the transmission
power in a way that the intended receiver can achieve the demanded perfor-
mance (especially when a higher PHY mode is required for the connection),
while the interference generated at neighboring MSs is kept low. In cen-
trally controlled systems, appropriate scheduling of uplink transmissions at
the AP can overcome this problem.

In the proposed decentrally controlled system, the improved handshake
(described in Section 5.3) provides means to operate concurrent connections
in the same cch, separated in time domain, that cannot coexist in different
cchs (due to MAI). In Fig. 7.20 a scenario relevant to the described problem
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Figure 7.20: Simulation scenario for the improved handshake evaluation.
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is presented, which is used for evaluation of the performance contribution
of the proposed improved handshake algorithm. The applied values of the
simulation parameters can be taken from Table 7.1. The minSNR value is
set to 25dB. For 64QAM 3/4 as the user data PHY mode considered and
the 1024 byte data packet length used, a value of 22.5dB is sufficient for a
PER of 3% [Orfanos et al. (2005b)]. The 2.5dB margin is added in order
to mitigate the effects of short term fading. At transmitting MSs, Poisson
load generators of variable intensity are used.

The cch 1 is assigned to con 1 from MS 1 to MS 9, while cch 2 is used
by con. 5 (MS 10 to MS 2), cch 3 is allocated to con. 2 (MS 3 to MS
4) and cch 4 is assigned to con. 4, between MS 7 and MS 8. Connection
3 selects randomly after network initialization cch 4 for transmission, and
applying the improved handshake algorithm searches for a more suitable
cch, stabilizing in cch 3, where its major interferer (con. 2) is placed.

Figure 7.21 presents the system throughput versus the offered load.
When the cch-adaptation algorithm is disabled, the system throughput
reaches a maximum of about 26 Mbit/sec in overload, which corresponds
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Figure 7.21: System throughput with and without adaptation to suitable cch
vs. offered system load. The applied PHY mode is 64QAM 3/4
for data frames and QPSK 1/2 for control frames.
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Figure 7.22: Throughput per connection without cch-adaptation vs. offered
load per connection. The applied PHY mode is 64QAM 3/4 for
data frames and QPSK 1/2 for control frames.

to 82.5% of the theoretical maximum (Section 5.5). This is due to high
MAI, as can be seen from Fig. 7.22 presenting the carried traffic per con-
nection without cch-adaptation. Due to high interference from con. 3,
con. 2 achieves only a fraction of the available capacity in cch 3, namely
5.5 Mbit/sec instead of 7.895 Mbit/sec maximum cch capacity (see Section
5.5). Additionally, con. 3 itself is also distorted, achieving lower through-
put than expected. Connection 4 reaches maximum throughput, that is
approximately 4 Mbit/sec, since it is almost equally sharing the cch with
con. 3.

When applying the proposed cch-adaptation, the situation improves.
The graph in Fig. 7.21 shows a rise of the network throughput versus
the offered load, up to a maximum of 27.5 Mbit/sec. Figure 7.23 presents
the carried traffic of each connection, that now rises almost linearly to 4
Mbit/sec for con 2 and con. 3 sharing the same cch 3 and up to 6.8 Mbits/sec
for the other connections. Compared to the case without adaptation (Fig.
7.22), con. 1 and con. 5 increase further their throughput, while con. 3
utilizes half of the resources in cch 3. cch 3 is shared among con. 3 and con.
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Figure 7.23: Throughput per connection with cch-adaptation vs. offered load
per connection. The applied PHY mode is 64QAM 3/4 for data
frames and QPSK 1/2 for control frames.
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2 almost equally. For medium load, the carried traffic of con. 2 raises 10%
to 20% higher than that of con. 3. This effect owes to con. 3 operating for
some periods of time on cch 4, where its other major interferer is placed,
namely con. 4. Carried traffic at con. 4 is 25% below the cch throughput,
as a result of MAI from con. 2.

From Figs. 7.22 and 7.23 another important observation can be made.
Without cch-adaptation, con. 3 chooses randomly cch 4 for transmission,
where con. 4 operates. This limits the capacity for con. 4 to half the
capacity of one cch. Accordingly, when cch-adaptation is applied, con. 3
is diverted to cch 3, limiting now the capacity of con. 2, sharing the same
cch, with a direct impact on its achieved throughput (Figs. 7.22 and 7.23).
Consequently, the cch-adaptation algorithm should only be applied, if the
addition of a connection in the network does not limit the performance of
existing connections, below their QoS bounds.

The contribution of the cch-adaptation algorithm, with regards to the
achieved throughput is small from a somewhat lower MAI. The benefits
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Figure 7.24: Mean queueing delay of successfully transmitted data pack-
ets per connection vs. offered load per connection, without
cch-adaptation. The applied PHY mode is 64QAM 3/4 for data
frames and QPSK 1/2 for control frames.
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Figure 7.25: Mean queueing delay of successfully transmitted data packets per
connection vs. offered load per connection, with cch-adaptation.
The applied PHY mode is 64QAM 3/4 for data frames and QPSK
1/2 for control frames.
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of the cch-adaptation algorithm become more evident when observing the
results for queueing delay. Figure 7.24 depicts the mean queueing delay
for all successfully transmitted data packets per connection, without cch-
adaptation. For small offered load the queueing delay is low, but rises
rapidly with increased offered load (more than 6Mbit/sec/cch), as a result
of high MAI. For higher offered load, the mean queueing delay of all con-
nections quickly grows up to 0.2sec, making the support of delay sensitive
traffic impossible.

In Fig. 7.25 the corresponding results under cch-adaptation are pre-
sented. For offered load less than 7Mbit/sec, for con. 1, con. 4 and con. 5
operating in a cch each, and less than 3.5Mbit/sec, for con. 2 and con. 3
sharing the same cch, the queueing delay is very low, thus high QoS can be
achieved.

Figures 7.26 and 7.27 present the service time of the connections with
offered load. In both cases the mean service time grows for all connections
from the initial theoretical value of 1037.5μsec (Section 5.5, Eq. (5.15)) up
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Figure 7.26: Mean service time of successfully transmitted data packets
per connection vs. offered load per connection, without
cch-adaptation. The applied PHY mode is 64QAM 3/4 for data
frames and QPSK 1/2 for control frames.
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connection vs. offered load per connection, with cch-adaptation.
The applied PHY mode is 64QAM 3/4 for data frames and QPSK
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to 1.5μsec, as a result of collisions induced by MAI.
The benefits of the proposed cch-adaptation algorithm are especially

visible from the results presented in Fig. 7.28, where the percentage of
retransmitted data frames per connection (referring to the total amount of
transmitted data frames) is given. With a suitable selection of the cch, con.
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Figure 7.28: Percentage of data frame collisions per connection, without and
with cch-adaptation. The applied PHY mode is 64QAM 3/4 for
data frames and QPSK 1/2 for control frames.
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2 lowers its retransmission percentage from 26.4% to 15.1%. Additionally,
the appropriate cch selection reduces MAI, from which other connections
benefit, at a cost of an insignificant raise in retransmission percentage at
con. 4 for MS 7.

7.4 Frequency Adaptation - Adaptation to Suitable Fre-
quency Channel

In this section, performance evaluation results of the frequency adaptation
method, discussed in Section 5.4, are presented and analyzed. Figure 7.29
shows the simulated scenario consisting of 11 stationary MSs establishing 6
connections in a 10mx10m area, addressing a SOHO scenario. Simulations
are performed using the QPSK 1/2 PHY mode (12 Mbit/sec) for control
frames and the 64QAM 3/4 PHY mode (54 Mbit/sec) for data frames. The
scenario presents a worst case situation with one large distance connection
(con. 5) competing to several short connections, which leads to severe near-
far-problems. Parallel transmissions of a single MS in more than one cchs are
not allowed, in order to focus on the effects of the proposed new frequency
channel adaptation method. Further simulation parameters are kept the
same as in Table 7.1. The frequency adaptation algorithm is enabled for all
transmitters serving one connection.

Connection 1 from MS 1 to MS 2 runs via cch 1, con. 2 between MS 3
and MS 4 is placed in cch 3. MS 5 communicates with MS 6 (con. 3) in
cch 4 and connections of MS 7 to both, MS 8 and MS 9 (con. 4) are placed
in cch 2. MS 10 uses cch 3 for transmissions to MS 11 (con. 5). The cchs
where the MSs transmit their data packets are chosen randomly under the
condition that different connections of the same transmitter are placed in
the same cch. Data packets are 1024 byte long and they are generated by
Poisson traffic load generators with variable mean interarrival time to be
able to vary the offered total system load.

In Fig. 7.30 the carried traffic versus the offered system load is given
for both cases, enabled and disabled frequency adaptation (FA). When fre-
quency channel adaptation is disabled, the saturation network throughput
approaches 28.5 Mbit/sec. According to the analysis given in Section 5.5,
Eq. (5.16), the maximum achievable throughput of the system when data
frames use the 64QAM 3/4 PHY mode and control packets use QPSK 1/2
is 31.58 Mbits/s, for the given data packet length. The 9.75% loss, observed
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Figure 7.30: System throughput with and without frequency adaptation vs.
offered system load. The applied PHY mode is 64QAM 3/4 for
data frames and QPSK 1/2 for control frames.
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via comparison to this ideal throughput value, results from the near-far-
problem.

With increasing offered load, con. 5 is more and more blocked by the
other three connections, where the interference at MS 11 prohibits increas-
ingly the correct reception of data frames. This is illustrated in Fig. 7.31,
which presents the carried traffic per connection versus the offered load per
connection, when the frequency adaptation algorithm is disabled. From Fig.
7.31 it can be seen that con. 1, con. 3 and con. 4 operate nicely and show
a linear rise of throughput with increased offered load. This is an effect
of MC-CDMA, which divides the frequency channel in four parallel cchs.
Connections 2 and 5, sharing cch 3, can theoretically each achieve half the
throughput of the other connections (3.95 Mbit/sec) in the scenario studied.
The MAI under heavy load results in con. 5 reaching only 2.8 Mbit/sec car-
ried traffic. The other resources of cch 3 are partly utilized by con. 2, that
reaches 4.2 Mbit/sec carried traffic in overload. In Fig. 7.31, the maximum
of 7.895 Mbit/sec is not reached by con. 1, con. 3 and con. 4, that do not
face near-far-problems, due to mutual interferences and disturbances caused
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Figure 7.31: Throughput per connection without frequency adaptation vs. of-
fered load per connection. The applied PHY mode is 64QAM 3/4
for data frames and QPSK 1/2 for control frames.
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by the transmission attempts of other transmitters, especially MS 10.
Figure 7.32 shows the carried traffic per connection over the offered

load per connection with frequency adaptation enabled. With frequency
adaptation enabled the situation is substantially improved. Connection 5
is diverted to the second frequency channel, thus all connections operate in
an efficient manner. Since con. 5 is moved to another frequency channel,
the network utilizes now all four cchs in the first channel and one cch in
the second. The maximum achievable throughput per cch is a quarter of
the frequency channel throughput (see Section 5.5), namely 7.895 Mbit/sec.
In a system where 5 cchs are used, the theoretical maximum throughput is
31.58+7.895=39.475 Mbit/sec. As can be seen in Fig. 7.30, the maximum
total carried traffic in the simulated scenario is 37.5 Mbit/sec.

The comparison between Figs. 7.31 and 7.32 underlines the benefits
of the frequency adaptation algorithm. With con. 5 operated in another
frequency channel, the other four connections can linearly increase their
throughput up to 7.2 Mbit/sec, with con. 5 reaching in saturation the max-
imum of 7.7 Mbit/sec/cch. Since con. 5 is operated as a single connection in
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Figure 7.32: Throughput per connection with frequency adaptation vs. offered
load per connection. The applied PHY mode is 64QAM 3/4 for
data frames and QPSK 1/2 for control frames.
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the second frequency channel, it avoids small disturbances from concurrent
transmissions. In the first frequency channel, where con. 1 to con. 4 are
placed, a certain amount of MAI remains, that prohibits the MSs to achieve
the theoretical maximum value of 7.895 Mbit/sec/con. (see Section 5.5).

It is worth noting, that all figures referring to results with frequency
adaptation enabled present the packet throughput in stationary network
operation. The duration until the last frequency change has been performed
and no further channel changes occur, is defined as the time duration for
the system to become stationary. The network behavior before stationarity
is the same as the one when the algorithm is not applied. In stationary
operation, the throughput maximizes, the service time minimizes, while
the queueing delay reduces. The duration until network stationarity, when
applying the adaptation algorithm, depends on the offered load and has
random values, as the adaptation algorithm is based on probabilistic input
parameters. In the presented simulation set the duration until steady state
varies from 1.5 to 6msec.
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Figure 7.33: Throughput per connection without frequency adaptation vs. of-
fered load per connection for PER demand 12%. The applied
PHY mode is 64QAM 3/4 for data frames and QPSK 1/2 for
control frames.
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Figure 7.33 presents the carried traffic per connection when frequency
channel adaptation is disabled. The QoS demand in this simulation is the
achievement of 3% PER (target SINR=26) per connection, in contrast to
12% for the results shown in Fig. 7.31. Connection 5 achieves in this case
lower throughput, as the number of retransmitted frames is increased, since
a lower SINR value is not acceptable. This results in con. 2 benefitting from
the lower interference generated by con. 5, thus reaching higher throughput.
When frequency channel adaptation is enabled, the system’s behavior is the
same for both, 12% and 3% PER demand, since con. 5 is operated in
another frequency channel. All results presented in the remainder of this
section, refer to the case of 12% tolerable PER.

Figure 7.34 depicts the mean queueing delay of all successfully trans-
mitted data packets per connection over the offered load per connection,
without frequency adaptation. Looking at con. 2 and 5 which have a differ-
ent behavior than the other connections, as the load increases from 2.5 to 4.2
Mbit/sec, the queueing delay increases from 1msec to more than 100msec.
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Figure 7.34: Mean queueing delay of successfully transmitted data packets per
connection vs. offered load per connection without frequency
adaptation. The applied PHY mode is 64QAM 3/4 for data
frames and QPSK 1/2 for control frames.
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This is due to the fact, that the two connections share the same cch, which
is offered more traffic load than other cchs in the network and saturates
faster. Additionally, con. 5 is disturbed by MAI, see also Fig. 7.31, and it
is therefore expected for con. 5, to suffer a high queueing delay, especially
for middle and higher offered load, where successful transmissions of con. 2
and con. 5 still occur after some retries using a high CW size.

The mean delay of data packets for con. 2 and con. 5 (and all other con-
nections) has a finite value even in saturation, since the successfully trans-
mitted data packets contribute to delay measurements only and data packets
are not dropped after some specific queueing time. Consequently, the few
successfully transmitted data packets of con. 5 in saturation, contribute to
a high mean delay value, as a result of many frame retransmissions for the
same data packet. For all other connections the queueing delay increases
approximately exponentially with the load as expected. For offered load
higher than 6.5 Mbit/sec/con. the mean queueing delay increases rapidly,
since the carried traffic approaches saturation.
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Figure 7.35: Mean queueing delay of successfully transmitted data packets per
connection vs. offered load per connection with frequency adap-
tation. The applied PHY mode is 64QAM 3/4 for data frames
and QPSK 1/2 for control frames.
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In Fig. 7.35, the mean queueing delay under frequency adaptation is
presented, showing a progressive increase with the offered load. Compared
to the queueing delay without adaptation, two orders of magnitude are
gained for con. 2 and con. 5.

Figures 7.36 and 7.37 present the mean service time of successfully trans-
mitted data packets per connection, with frequency adaptation disabled and
enabled, respectively. In Fig. 7.36 con. 1, con. 3 and con. 4 have a con-
stant service time of 1msec, that complies with the theoretical values from
Section 5.5, Eq. (5.15). For medium and high load some collisions of RTS
frames occur at con. 2 and con. 5, as a result of their contention in the same
cch 3. This raises the mean service time of con. 2 by 0.2msec. Connection
5 experiences with increasing load continuous increase of its service time,
that owes to MAI, in addition to RTS collisions from contention with con.
2. Multiple collisions of RTS frames increase a lot the CW of MS 10. For
high load the service time reaches 200% of the value calculated analytically
(see Section 5.5, Eq. (5.15)).
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Figure 7.36: Mean service time of successfully transmitted data packets per
connection vs. offered load per connection without frequency
adaptation. The applied PHY mode is 64QAM 3/4 for data pack-
ets and QPSK 1/2 for control packets.
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Figure 7.37: Mean service time of successfully transmitted data packets per
connection vs. offered load per connection with frequency adap-
tation. The applied PHY mode is 64QAM 3/4 for data packets
and QPSK 1/2 for control packets.
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In case of frequency channel adaptation enabled (Fig. 7.37), the service
time for all connections is constant, equal to the analytically calculated ser-
vice time of 1.03ms uder average backoff (half the size of CWmin,namely
3.5 slots), see Section 5.5, as no collisions occur any more. Since near-
far-problems are removed, collisions could occur only from competition
among the MSs. In the proposed MC-CDMA based system with SF=4
the competition for one cch is reduced by a factor of four. Compared to
the IEEE 802.11a standard, in the proposed system, collision probability
becomes small, but another frequency channel is needed to overcome near-
far-problems, when they occur.

Figure. 7.38 presents the number of collided data and RTS frames per
transmitting MS, for 8Mbit/sec/connection offered load. Data frame colli-
sions with frequency adaptation are limited to the period before the steady
state is achieved. The enhancement of the network’s performance is sub-
stantial when frequency adaptation is applied. Especially for con. 5 the
improvement is big, where the number of RTS collisions drops from 242
without adaptation to 0 when the proposed adaptation method is applied.
What the number of data frame collisions is concerned, the improvement
achieved by con. 5, is 99%.

7.5 Conclusion

In this chapter, performance evaluation results of the C-DCF are presented
and analyzed. Simulation results for example scenarios comply with the
analytical results derived in Section 5.5, and prove both, the effectiveness of
the proposed TPC algorithm and of the interference aware cch-adaptation
algorithm.

A further improvement of the protocol and the support of long, high
capacity connections, is possible using the frequency channel adaptation as
proposed in Section 5.4. Simulation results show the promises of this ap-
proach, even in worst case scenarios, which allows the MC-CDMA network
to approach the analytically calculated maximum throughput and an almost
collision free operation.

In Chapter 9, the ability of the frequency adaptation method, to enable
the operation of many connections under heavy interference, is further an-
alyzed, where the frequency adaptation method is applied in a large scale
scenario comprising 4 subnetworks and 28 active MSs.
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The application of MC-CDMA in the PHY layer divides the frequency
channel in many parallel cchs, separated from each other by different

code sequences (spreading codes). In this way, the frequency channel gains a
multi-channel structure, which should be taken into consideration in order to
optimize the performance of the MAC protocol. In this chapter two different
approaches are presented and evaluated, which take advantage of the extra
degree of freedom in multi-channel systems, to improve their performance
and introduce prioritized access. In the algorithms proposed in this chapter,
the selection of the applied spreading sequence per transmitter is performed
on frame basis (see Fig. 1.1), introducing an opportunistic usage of the cchs
per transmitted frame.

The first MAC protocol improvement, named Parallel Backoff, intro-
duces concurrent, parallel, independent backoff procedures (of equal dura-
tion), initiated in a predefined amount of cchs (instead of only one). Since
the multiple parallel backoff instances are independent, no restrictions are
posed and therefore this algorithm can be also applied in systems where
the different channels are divided in (space), frequency or code domain, and
the transceiver hardware provides means of monitoring multiple channels in
parallel.

The second MAC protocol improvement presented here is an optimiza-
tion of the backoff procedure for CDMA systems, which is referred to as
Smart Backoff. As in CDMA systems with simple modifications of the
receiver a MS in idle state can monitor all cchs, the backoff countdown con-
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tinues as long as at least one cch is free. The Smart Backoff iterates among
all cchs during channel monitoring. This algorithm cannot be effectively
extended to be used with multiple frequency channels as it is based on par-
allel monitoring of all channels and fast switching among them. The delay
that would be introduced by a frequency switch in the transceiver of the MS
to another channel, would vanish the benefits of Smart Backoff, as channel
monitoring over a longer period of time would be needed in order to obtain
information about ongoing transmissions in that channel. Parallel monitor-
ing of multiple frequency channels would require multiple transceivers under
Smart Backoff increasing the cost of MSs to an unacceptable degree.

The algorithms presented in this chapter for the proposed multi-channel
network, combine SS and ALOHA for packet transmission. This combi-
nation is known from the spread ALOHA system proposed in [Abramson

and Lam (1990)]. In spread ALOHA networks though, ”spreading occurs
by timely stretching the packet while multiple users are distinguished by the
ALOHA contention protocol”[Abramson and Lam (1990)]. Its main focus
is the reduction of high peak transmission power through spreading in time
domain, by taking advantage of the low duty cycle of an ALOHA network.

The algorithms proposed here are based on MC-CDMA, where concur-
rent transmissions are separated by different spreading codes and trans-
mitted symbols are detected via correlation with the applied spreading se-
quence, thus a multi-channel structure is available to the MAC layer. Smart
Backoff can be seen as a development of the DS-CDMA slotted ALOHA ac-
cess for packet Personal Communication Networks (PCN), presented in [Liu

and El Zarki (1994)], where a MS having data to transmit, selects ran-
domly a spreading code and occupies a slot with its packet. With Smart
Backoff a MS can change the previously selected slot on a cch (pointed out
from the backoff duration), if during its backoff countdown this cch gets
blocked by the transmission of another MS. In contrast to this, Parallel
Backoff selects the same backoff timer duration for transmission in more
than one cchs (found idle during carrier sensing) and initiates the trans-
mission in one or more of the preselected cchs, which are still idle after the
backoff countdown has reached zero.
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8.1 Parallel Backoff

When applying Parallel Backoff, a MS monitors the cchs for time DIFS to
detect the unused ones. It is assumed that MSs in idle state can monitor
all cchs by using four correlators to correlate the received signal with all
spreading sequences used. Monitoring of the cchs is carried out in PHY
layer, by sensing the channel. Accordingly, compared with the standard
DCF [802.11a /D7 (1999)], in the proposed MC-CDMA based WLAN
each MS supervises separate NAV states for each cch.

The functionality of this extended channel sensing function is summa-
rized in the algorithm of Fig. 8.1, where after monitoring the cchs for time
DIFS, the IDs of the idle ones are placed in a list of available cchs. If at
least 1 cch is idle, the MS initiates a backoff. The set of the backoff timer is
done as in the standard DCF (Chapter 2). For Parallel Backoff, the different
backoff instances of a MS don’t need to be initiated with the same random
value. However, backoff instances using the same backoff duration are ad-
vantageous, because parallel transmission via multiple cchs can be initiated
when two or more countdowns reach zero at the same time. Parallel trans-
mission stands for bundling cchs, resulting in a higher capacity channel, in
which more than one packet can be transmitted at the same time compared
to a single cch.

The backoff countdown under Parallel Backoff, in general, is accom-
plished independently for each cch, as shown in Fig. 8.2 [Orfanos et al.
(2005d)]. Should another MS start a transmission in a cch, the correspond-
ing backoff timer is stopped until the channel becomes idle again. At the
same time, the MS proceeds counting down the remaining backoff timers (if
any) that are related to still idle cchs until one backoff timer reaches zero.
This increases the probability on accessing a cch, thereby reducing the data
packet delay.

In case of parallel backoff instances of same backoff duration and for
the sense of simplicity, upon detecting more than one idle cch, the MS
initiates one backoff instance only, that is valid for all the idle cchs, instead
of initializing multiple backoff timers (Fig. 8.1). This solution is applied
throughout this work.

In the simplified case of one backoff timer, valid for all idle cchs, the
blocked cch is removed from the list of available cchs (Fig. 8.3) and the
MS proceeds with the countdown, until the list of available cchs is empty.
If all cchs become blocked by other MSs accessing the cchs earlier, the MS
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for (i=0, i<4, ++i){ 
 cch_id=I; 
 sense_codechannel(cch_id); 
  if (cch_id==idle) { 

cch_num= cch_num +1; 
  cch_used[cch_id]=true; 
  } 
 } 
if (cch_num>0){ 
 draw_backoff(0,CW); 
 backoff_duration=backoff*aSlotTime; 
 setTimer(tiEndBackoff, backoff_duration,cch_used[]);  
 state(Backoff); 
 } 
 else 
 state(Wait_for_cch); 
}

Figure 8.1: Channel sensing with four cchs.

s s s sDIFS

DIFS

DIFS

s s s s

s s s s

s Backoff−Slot−Interval

Parallel transmission after Backoff

Code channel blocked by alien transmission

cch 1

cch 2

cch 3

cch 4

Figure 8.2: Parallel Backoff with parallel transmission in two cchs.

calculates the remaining backoff duration and then again waits for a cch to
become idle. When a cch is monitored idle (Fig. 8.3), its corresponding
ID is added to the list of available cchs if the list is empty (the MS then
is waiting for a free channel), or if the respective cch had been marked by
Parallel Backoff as available, when initially setting up the backoff timer for
the current data packet transfer.

If more than one backoff timers reach zero at the same slot, the MS
may transmit more than one data packet in parallel, like in Fig. 8.2. A
prioritization of MSs can be achieved by permitting Parallel Backoff and
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//Parallel Backoff 
event_handler(evChannel_Blocked(cch_id)){ 
 if (state=Backoff){ 
  cch_num=cch_num-1; 
  cch_used[cch_id]=false; 
  if(cch_num>0{ 
  calculate_remaining_backoff; 
  setTimer(tiEndBackoff, remaining_backoff_duration); 
  backoff_valid_for(cch_used[]=true); 
  state=Backoff; 
  } 
  else{ 
  interupt_backoff; 
  calculate_remaining_backoff; 
  state=Wait_for_channel; 
  } 
 } 
 else 
 ...  
}

//Parallel Backoff 
event_handler(evChannel_Free(cch_id)){ 
 if (state=Wait_for_channel){ 
 cch_num=cch_num+1; 
 cch_used[cch_id]=true; 
  if(cch_num==0 OR (cch_num==1 AND cch_used(cch_id)==true)){ 
  setTimer(tiEndBackoff, remaining_backoff_duration);  
  state=Backoff; 
  } 
  else 
  state=Wait_for_channel; 
 } 
 else 
 ... 
}

Figure 8.3: Parallel Backoff: The cases of a blocked cch during countdown and
of a free cch after a busy medium.
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parallel transmission for prioritized MSs only. Different prioritization levels
might be distinguished by specifying the number of parallel backoff counters
(1-4) for Parallel Backoff depending on a MS’s priority and by specifying
the number of parallel cchs permitted for parallel transmission (1, 2 or 4).

The Parallel Backoff algorithm has 3 main advantages:

1. MSs are not transmitting permanently on the same cch, thus leading
to a load balance as can be seen from the simulation results in Section
8.3.

2. By transmitting data packets on parallel cchs, prioritized MSs might
better achieve their QoS demands, even under high load.

3. The queueing delay of a data packet transfer can be minimized as
the Parallel Backoff increases the probability that one backoff timer
countdown will reach zero without being interrupted.

Besides these advantages, there is a disadvantage when applying Parallel
Backoff namely increased contention: When applying Parallel Backoff, a MS
appears in the network as having multiple contention entities, the number
of which equals to the number of backoff instances started from this MS.
The raised contention level tends to increase the number of collisions in the
network and/or limit the performance of other MSs that use a single backoff
timer only, unless these MSs don’t operate under full load.

8.2 Smart Backoff

Smart-Backoff is an algorithm spanning over many cchs [Orfanos et al.
(2005c)]. It allows a station to switch from the selected idle cch to another
idle cch (if available), in case the selected one becomes blocked by another
MS. Like in Parallel Backoff, MSs in idle state are assumed able to monitor
all cchs and channel monitoring prior to a data packet transmission is done
according to the algorithm described in Fig. 8.1.

Under Smart Backoff, the countdown, carried out in steps of 9μsec, of
the backoff timer is not stopped by another MS starting transmission, but
backoff countdown is continued until the counter expires (Fig. 8.4), or all
cchs are found in busy state.

For this purpose, a MSs applying Smart Backoff monitors all cchs during
its backoff countdown and marks the moment any other cch is monitored
with signal level lower than the threshold defined for an idle channel. If the
backoff countdown is stopped by another MS starting a transmission, one
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of the three cases shown in Fig. 8.4 occurs:

1. Another cch seems to be idle. The MS has to monitor the cch for at
least a DIFS interval to determine whether it is idle and then it can
continue the countdown of backoff timer in this cch.

2. Another cch was detected idle earlier and the MS can immediately
continue to count down its backoff timer for access to this cch.

3. No cch is idle. The MS must wait.

Figure 8.5 presents the Smart Backoff algorithm. For the case a cch
is found blocked during countdown, the algorithm is similar to the one of
Parallel Backoff, described in Fig. 8.3. The only difference is an update of
the list of idle cchs under Smart Backoff, thereby allowing to add new cchs
during backoff to the list.

If a cch is sensed idle (Fig. 8.5), while the MS is waiting for a free cch
in order to start a transmission, the list of available cchs is updated and
backoff countdown starts immediately.

Should more than one cchs be idle, when the backoff countdown is fin-
ished, the MS will choose one of them, preferably the one that was idle for
the longer time period. The Smart Backoff algorithm may in addition prior-
itize MSs (like Parallel Backoff (see Section 8.1)) by permitting parallel data
packet transmission. As shown in Fig. 8.6, a prioritized MSs is permitted
to transmit two or more data packets in parallel if more than one cch is idle
after Smart Backoff.

Smart Backoff is a further improvement to Parallel Backoff for CDMA
based WLANs as visible in Section 8.3. The contention level is raised too,
as described in Section 8.1 for Parallel Backoff.

8.3 Performance Evaluation

In this section the performance of Parallel Backoff and Smart Backoff (with
selection of a cch on frame basis) is evaluated and their benefits are exploited
by a direct comparison to the standard backoff algorithm (with connection
based cch selection, as described in Section 5.1). For this reason, event-
driven simulation is used with the parameters specified in Table 7.1. The
applied scenario, is the one of Fig. 7.1, comprising 10 MSs pairwise estab-
lishing 5 connections in a 8m x 8m area. The QPSK 1/2 PHY mode is used
both, for control and data frames.

All MSs are capable of Parallel Backoff, but parallel transmissions are
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//Smart Backoff 
event_handler(evChannel_Free(cch_id)){ 
 if (state=Wait_for_channel){ 
 cch_num=cch_num+1; 
 cch_used[cch_id]=true; 
 setTimer(tiEndBackoff, remaining_backoff_duration);  
 state=Backoff; 
 } 
 else 
 ... 
}

//Smart Backoff 
event_handler(evChannel_Blocked(cch_id)){ 
 if (state=Backoff){ 
 cch_num=cch_num-1; 
 cch_used[cch_id]=false; 
 update_channel_status;    //sensing of all cch throughout backoff countdown 
  if(cch_num>0{ 
  calculate_remaining_backoff; 
  setTimer(tiEndBackoff, remaining_backoff_duration);  
  state=Backoff; 
  } 
  else if(a_cch_seems_idle){ 
   interupt_backoff; 
   calculate_remaining_backoff; 
   state=Wait_for_DIFS; 
   } 
  else{ 
  interupt_backoff; 
  calculate_remaining_backoff; 
  state=Wait_for_channel; 
  } 

 } 
 else 
 ...  
}

Figure 8.5: Smart Backoff: The cases of a free cch after a busy medium and
of a blocked cch during countdown.
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Figure 8.6: Smart Backoff with parallel transmission.

not allowed. The traffic load generators deliver load according to Poisson
arrival processes, with the same intensity per connection. Although TPC is
applied, receivers are interfered from all other transmitting stations in the
scenario. In simulations where connection based cch selection is applied,
according to Section 5.1, and Parallel Backoff and Smart Backoff, both, are
deactivated, the cchs are randomly chosen by the transmitting MS.

Figure 8.7 shows the carried traffic versus the offered system traffic load
for the three algorithms considered: connection oriented cch selection, Paral-
lel Backoff1 and Smart Backoff1. For all the algorithms the network reaches
under overload condition the same maximum throughput of 10.05 Mbit/sec
(Section 5.5).

The benefits of Parallel Backoff and Smart Backoff appear for an offered
load higher than 6.25 Mbit/sec, where the network with connection based
cch selection enters slowly into saturation. At this value of offered load, the
cch serving two out of the 5 connections is saturated (for connection based
cch selection), as described in Section 7.1. Further increase of carried traffic
is feasible only for the remaining 3 cchs, serving one connection each. The
same system under frame oriented cch selection and under Parallel or Smart
Backoff shows a linear increase of carried traffic over offered load until 90%

1Applies frame oriented cch selection.
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Figure 8.7: System throughput comparison for connection based cch Selection,
Parallel Backoff and Smart Backoff. The applied PHY-mode is
QPSK 1/2 for both control and data frames.

of load for Parallel Backoff and almost 100% of load for Smart Backoff.
The difference between Parallel and Smart Backoff shows the superiority of
Smart Backoff towards the Parallel Backoff algorithm.

The differences found in carried traffic can be explained from the obser-
vations in Fig. 8.8, where the throughput per connection is shown, for all
three backoff algorithms. With connection based cch selection and under
high load, con. 1 and con. 4 (see Fig. 7.1), that share the same cch, reach
at 1.25 Mbit/sec offered load their throughput, that is 50% of other connec-
tions, which each use one cch exclusively, although the system’s resources
are not completely utilized. This result points out the fact that fairness is
missing when assigning a connection to a connection based cch and conse-
quently the system’s throughput performance is lower than possible.

Under Parallel and Smart Backoff, Figure 8.8 depicts the benefits for
the throughput of con. 1 and con. 4, that are visible when the offered load
exceeds 1.25 Mbit/sec/con., since these connections can take advantage of
unused resources in the other 3 cchs. The system’s resources are now nearly
equally distributed among the active connections. When the offered load
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Figure 8.8: Comparison of carried traffic per connection for the three backoff
algorithms. Left Parallel Backoff and connection based cch selec-
tion, right Smart Backoff and connection based cch selection. The
applied PHY-mode is QPSK 1/2 for both control and data frames.

exceeds 1.75 Mbit/sec/connection, the allocation of the system’s resources
for Parallel Backoff is no longer equal among the MSs, but small unfair-
ness is observed. As soon as two MSs collide, other transmitters take then
advantage of their shorter backoff timers and the fact that MSs are bound
on the cchs initially selected by Parallel Backoff and gain more data packet
transmissions.

Figure 8.9 shows the mean queueing delay of all received data packets
over offered load, for the three backoff algorithms. Parallel and Smart Back-
off have a clear advantage over connection based cch selection for offered
load exceeding 5 Mbit/sec. Beyond saturation (10 Mbit/sec) the delay of
Parallel and Smart Backoff’s increases dramatically, since it becomes more
and more difficult to find a free cch for a data packet transfer. It is worth
noting that under Parallel Backoff the mean queueing delay is less than 100
msec, even if the offered load reaches 95% (9.5 Mbit/sec) and the channel
is close to saturation, still allowing MSs to support delay sensitive applica-
tions. For the same amount of offered load, the queueing delay under Smart
Backoff is below 10 msec, underlying the enhanced performance of Smart
Backoff compared to Parallel Backoff.

The service time, presented in Fig. 8.10 is about 3.2 msec for all algo-
rithms, in line with the theoretical analysis given in (Section 5.5, Eq. (5.19)),
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Figure 8.9: Comparison of mean queueing delay for the three backoff algo-
rithms. The applied PHY-mode is QPSK 1/2 for both control and
data frames.

and remains constant with increased offered load, since no collisions occur.
A comparison of the three backoff algorithms proposed for the MC-

CDMA WLAN, in terms of the queueing delay CDF, shows the differences
of the discussed channel access algortithms in the scenario introduced in
Fig. 7.1.

Figure 8.11 presents the CDF of the data packet queueing delay under
medium load, equivalent to a total system load of 75%. Each connection
is offered 1.5Mbit/sec of Poisson load and the QPSK 1/2 PHY mode is
applied. Smart Backoff and Parallel Backoff are superior to connection
based cch selection, especially in the amount of data packets transmitted
without, or with small queueing delay.

Smart Backoff shows a slightly better performance than Parallel Backoff,
since it always searches for another free cch when the monitored one gets
busy, while Parallel Backoff is fixed to the cchs selected initially (when
backoff timer for the current data packet transfer was set).

In Fig. 8.12, the results for the same scenario under higher load equiva-
lent to a system load of 100% are presented. To achieve equal conditions for
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Figure 8.10: Comparison of mean service time for the three backoff algorithms.
The applied PHY-mode is QPSK 1/2 for both control and data
frames.

the presented comparison results, each transmitting MS is offered 2Mbit/sec
of Poisson load under Parallel and Smart Backoff, and for connection based
cch allocation the offered load is equal to the cch capacity, divided by the
amount of MSs sharing the cch. The superiority of Smart and Parallel
Backoff is visible.

8.4 Prioritized Access

In order to investigate the potential of the new algorithms to prioritize a
MS in a network, the scenario given in Fig. 7.1 is taken, where the PHY
mode used is QPSK 1/2 both, for control and data frames.

Each transmitting MS is assumed to contribe a different amount of traffic
from Poisson traffic load generators, as given in Table 8.1. For simulations,
where Parallel or Smart Backoff is not used, the connection based cch se-
lection is used. In this case, the used cch per connection is given in Fig. 7.1
and is randomly chosen during an association phase preceding data trans-
mission. MS 3 generates almost 4 Mbit/sec of Poisson load in total for con.
2, and optionally uses Parallel Backoff or Smart Backoff with the ability to
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Figure 8.11: CDF of queueing delay under medium system load (1.5 Mbit/sec
load per connection). The applied PHY-mode is QPSK 1/2 for
both control and data frames.

transmit in two cchs in parallel.
In Table 8.1 the simulation results are presented. When connection

based cch selection is used, con. 1 and con. 3 to con. 5 can carry the
entire offered load since the capacity of the cch they are bound on is not
exceeded. Connection 2 can only successfully transmit almost all generated
data packets when using Parallel Backoff, while the application of Smart
Backoff allows it to transmit all the generated traffic. With the connection
based cch selection, the carried traffic is limited to 2.490 Mbit/sec, corre-
sponding to the maximum capacity of one cch with the applied PHY mode,
see Section 5.5. The situation improves with Parallel and Smart Backoff.
Now, MS 3 on con. 2 can profit from the non-utilized resources in all 4 cch
and carries all traffic generated. The differences in carried traffic between
Parallel and Smart Backoff are small.

The advantage of Parallel/ Smart Backoff over connection based cch
selection is more evident for the queueing delay. Table 8.2 provides the mean
queueing delay per connection gained by simulations. For con. 2, with the
prioritized MS 3 as transmitter, the Parallel Backoff algorithm reduces the
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Figure 8.12: CDF of queueing delay under high system load. The applied
PHY-mode is QPSK 1/2 for both control and data frames.

Table 8.1: Throughput per connection.

con. based cch sel. Parallel Backoff Smart Backoff
con. load [Mbit/sec] load [Mbit/sec] load [Mbit/sec]

offered carried offered carried offered carried

1 0.957 0.957 1.032 1.032 1.032 1.032
2 3.945 2.485 3.734 3.720 3.984 3.984
3 1.435 1.435 1.451 1.451 1.347 1.347
4 0.740 0.740 0.809 0.809 0.750 0.750
5 1.194 1.194 1.115 1.115 1.189 1.189

queueing delay almost by a factor of 36 (factor 64 for Smart Backoff) and can
accomplish strict QoS demands. This has an effect on some of the the other
connections, that now face more traffic in their cchs, thus their queueing
delay is slightly increased, compared to that under connection based cch
selection. In general, the network’s performance is enhanced under Parallel
Backoff or Smart Backoff, on cost of a non-significant increase of mean delay
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for low traffic MSs.

Table 8.2: Mean queueing delay per connection.

con.con. based cch selection Parallel Backoff Smart Backoff
[sec] [sec] [sec]

1 0.0027 0.0011 0.0012
2 0.9383 0.0259 0.0147
3 0.0019 0.0043 0.0022
4 0.0023 0.0007 0.0007
5 0.0016 0.0015 0.0019

8.5 Conclusion

In this chapter, two MAC protocol extensions, Parallel and Smart Backoff,
for cch selection on frame basis were presented, evaluated and compared
to the connection based cch selection (see Chapter 5). Besides improving
the overall performance and leading to load balancing among the cchs, the
proposed algorithms enable bundling of cchs for connections under higher
traffic. This is particularly important in CDMA networks, where one cch has
only a fraction of the frequency channel capacity available. Additionally, the
proposed backoff algorithms avoid to a certain extend the exposed terminal
problem (see Section 2.1.6), by allowing MSs the use of another channel, that
is idle when a data packet has to be transmitted. In the following chapter,
these benefits of Smart Backoff will be exploited in a larger scenario, where
higher PHY modes are applied for data transmissions.

It is worth noting that both algorithms can be applied to other multi-
ple access systems as well, and are therefore not bound to CDMA based
transmissions. Channel bundling with Parallel Backoff, can also be used to
enhance the performance of FDMA based networks.
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Protocol optimization is very important to accomplish the goal of high
efficiency. In a CDMA system, where the capacity of the network is

limited by interference, optimization should adapt the MAC protocol to
PHY layer constraints. Therefore, a cross layer optimization for the C-
DCF is suggested in this chapter. The key idea of the optimization is the
operation of the network so that the MUDs of the receivers operate at
optimum performance, in order to maximize interference suppression.

9.1 Isochronous Packet Transmission

In a MC-CDMA system the frequency channel is divided into cchs by the
use of different spreading sequences. In an asynchronous ad-hoc packet
based system, like the proposed one, a transmitting MS chooses one cch
for transmission. Applying CSMA/CA, each MS transmits its data packet
with a certain probability after a cch is detected idle. This method provides
a simple multiple access mechanism, but parallel transmissions in different
cchs, originating from different MSs are totally asynchronous to each other.
Relative delays are randomly distributed in [0,Ts), where Ts is the duration
of one multi-carrier symbol. If this delay, which is a measure of asynchro-
nism among transmissions ongoing in parallel could be reduced, then the
performance of the MMSE MUD used at the receivers, would enhance. Fig-
ure 4.2, gives evidence to this assumption: the SINR at the detector reaches
high values, if the relative delay of the interferer to the actual transmitter
is small, compared to Ts/2. In order to accomplish this, without raising
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the system’s complexity as would be the case with full synchronization, an
isochronous operation is proposed.

Isochronous operation is accomplished if MSs are allowed to start trans-
missions only at specific time instants, e.g., after the reception of a beacon
signal, an RTS or CTS frame. Medium access per cch is proposed to be car-
ried out in a slotted-Aloha manner [Kleinrock and Lam (1975)], instead
of ALOHA [Abramson (1970)] as used so far in this thesis. The transmis-
sion time instants are proposed to be multiples of 4μsec, the duration of a
multi-carrier symbol that is the finest time granularity defined at the MAC
layer. Accordingly, the medium has a slotted structure, where transmissions
are initiated only at the beginning of a slot with 4μsec duration. Depending
on its length, each frame occupies a different number of slots. This function-
ality is supported from TSF, a procedure defined in IEEE 802.11 standard
to synchronize the local clocks of MSs (Section 2.1.7).

Synchronization of clocks is not enough though, for MSs to keep a com-
mon tact of 4μsec. Since the transmitted frames consist always of an integer
multiple of multi-carrier symbols, the backoff time and interframe spaces
should be adopted to the 4μsec multi-carrier symbol duration, to allow a
synchronization on physical layer basis. Therefore, it is proposed to define
interframe space durations (SIFS, PIFS, DIFS) as multiples of 4μsec, as
specified in Table 9.1. Furthermore, the slot duration used for the calcula-
tion of backoff is proposed to be a multiple of 4μsec, too.

Table 9.1: Interframe space durations for isochronous network operation.

Parameter Proposed
duration IEEE 802.11a

SIFS 16μsec 16μsec
PIFS 24μsec 25μsec
DIFS 36μsec 34μsec

The synchronization procedure can be further supported by making use
of information gained by the medium sensing function of CSMA/CA net-
works. A MS in idle that is monitoring the cch can synchronize itself to the
tact of an ongoing transmission (Fig. 9.1).
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t symbol = 4us

Data

Data

Figure 9.1: The synchronization principle.

From two reasons it is expected that MSs cannot be completely synchro-
nized to each other but will reach quasi-synchronism. First, the propagation
delay of both, beacon and the observed transmissions phase, will introduce
an error to the slot start time derived. This error is limited in case of
a WLAN and Wireless Personal Area Network (WPAN), due to the short
distance covered with one link. The typical longest distance to be covered in
a WPAN with one hop is 20m resulting in a maximum propagation delay of
68psec. For a WLAN 300m equivalent to 1μsec might result as error caused
by propagation delay. The second reason for imperfect synchronization is
that, MSs will not be able to precisely meet the slot start for transmitting,
due to hardware constraints. As a consequence, packet transmissions cannot
be fully synchronized but are isochronous.

From Fig. (4.2) and the relative analysis in Section 4.3, it is known that
a synchronization error in the order of up to 25% (1μsec) of the symbol du-
ration (4μsec) can nearly perfectly be handled by the MUD. It can therefore
be assumed that the good of isochronous operation would be reached with
sufficient precision.

9.2 Performance Evaluation

In this section, the performance of the proposed 4μsec slot oriented access
method is evaluated. For this purpose, a larger scenario, comprising four
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subnetworks is considered as depicted in Fig. 9.2. Data packets are assumed
1024 byte long, and traffic load generators deliver Poisson traffic to source
MSs. All connections operate the 64QAM 3/4 PHY mode and MSs are
capable of Smart Backoff. The other parameters have the values given in
Table 7.1, with two modifications:

1. Control frames are transmitted using the BPSK 1/2 PHY mode. This
allows the reception of control data under poor channel conditions
and enhances the frequency adaptation function, which relies on the
correct reception of control frames.

2. CWmin is chosen to 31, in order to reduce collision probability during
contention and focus on random interference resulting from MAI.

In order to demonstrate the performance enhancement from the pro-
posed cross layer optimization method based on isochronous operation, and
provide a comparison among different functions of the protocol, five different
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Figure 9.2: The simulated scenario.
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operating modes of the subnetworks are analyzed. In each mode, different
protocol functions are enabled, but all use Smart Backoff as described in
Section 8.2:

Mode A, operates on standard mode as described in Chapters 5 and
8.2, with TPC enabled.
Mode B, applies TPC and cross layer optimization (CL).
Mode C, applies TPC and frequency adaptation (FA)(Section 5.4).
Mode D, applies all three functions together (TPC+ CL+ FA).
Mode E applies different from mode D a new frequency adaptation
method (newFA). In this mode the decision for a frequency channel
change is made at the transmitter, after 3 consecutive transmissions
(RTS or data) without response from the corresponding receiver.

The following assumptions are made for the simulation studies:

Synchronization error under cross layer optimization is random with a
deviation of ±200nsec (10% the multi-carrier symbol duration), com-
prising 110nsec the transmission delay among the two most distant
MSs (MS 14 and MS 28)and ±90nsec for the oscillators’ offset. The
error is different for every frame transmission by a MS.
In case of frequency adaptation, all MSs in all subnetworks initiate
transmissions in the same frequency channel. One additional fre-
quency channel is available for the algorithm.

The histogram at Fig. 9.3, shows the carried traffic per MS, for the five
operating modes. The poorest performance appears under mode A where
TPC is applied only. Transmit power control is not enough to keep the MAI
level low enough in a scenario with many MSs operating in close neighbor-
hood. Consequently, the operation of connections using the highest PHY
mode, requiring a high SINR value for correct reception is not optimum.
The carried traffic increases for most MSs in mode B when cross layer op-
timization is used in addition to TPC. The improvement reaches from 10%
(MS 22) to almost 100% (for MS 14).

In mode C, frequency adaptivity and TPC are used. The carried traffic
achieved for all MSs is higher, because of frequency domain available chan-
nel adaptation, whereby the resources are doubled to 2 frequency channels
and MSs profit in addition from reduced MAI in each frequency channel.
A further improvement is achieved for most of the MSs in mode D, ap-
plying frequency adaptivity, TPC and cross layer optimization. Only MSs
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Figure 9.3: The carried traffic per MS, for different operating modes. The
applied PHY mode is 64QAM 3/4 for data frames and BPSK 1/2
for control frames.
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2 and 20 see a small throughput degradation, whilst the network achieves
the maximum throughput, compared to any other operating mode. The
achieved MAC protocol efficiency of each operating mode is given in Fig.
9.4. The MAC protocol efficiency is presented as percentage of utilized
channel capacity measured at MAC level, normalized to the capacity of one
frequency channel. From the results in Fig. 9.4, it is seen that mode D and
mode B are almost equivalent, achieving 93.62% and 93.2%, respectively.
The superiority of mode D in terms of throughput, results from the use of
two frequency channels by the frequency adaptation function. On the other
hand, a comparison between mode B and mode C, shows for this WPAN
scenario that cross layer optimization (mode B) performs better than fre-
quency adaptation (mode C). Mode E appears, in general to be inferior to
mode D.

In Fig. 9.5, the number of RTS collisions per source MS is presented.
Mode A shows the worst performance, with a large number of RTS collisions
per MS. In all other modes, the number of RTS collisions reduces substan-
tially, with cross layer adaptation (mode B and mode D) achieving better

Figure 9.4: Achieved MAC protocol efficiency, for different operating modes.
The applied PHY mode is 64QAM 3/4 for data frames and BPSK
1/2 for control frames.
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performance than frequency adaptivity (mode C and E).
Figure 9.6 presents the percentage of retransmitted data frames, per

source MS. The proposed cross layer optimization combined with TPC and
frequency adaptation (mode D), has the best overall performance. Besides
the connection between MS 18 and MS 19, facing 19% frame repetition ratio,
in all other connections the percentage of repeated data frames is limited to
less than 12%.

9.2.1 The impact of cross layer synchronization in larger scenarios

In the following analysis the efficiency of the proposed optimum network
operation mode (mode D) is tested in a larger scenario, where the trans-
mission delay increases the synchronization error. The simulated scenario
is presented in Fig. 9.7 and is similar to the scenario simulated before (see
Fig. 9.2). Despite the increased distances mutual interference among all
subnetworks influences transmissions.

Figure 9.5: Number of RTS collisions per MS, for different operating modes.
The applied PHY mode is 64QAM 3/4 for data frames and BPSK
1/2 for control frames.
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Figure 9.6: Percentage of repeated frames (collisions) per MS, for different
operating modes. The applied PHY mode is 64QAM 3/4 for data
frames and BPSK 1/2 for control frames.
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In order to compensate for the increased pathloss, the maximum allowed
transmission power is raised to 23 dBm. The applied PHY modes are BPSK
1/2 for control frames and QPSK 1/2 for the transmission of data frames.
All other parameters of the simulation setup have the values given in Table
7.1. The random synchronization error under cross layer optimization is in
case of the large area scenario ±460nsec, comprising 370nsec the transmis-
sion delay among the two most distant MSs (MS 14 and MS 28)and ±90nsec
for the oscillators’ offset.

Figure 9.8 presents the carried traffic per source MS for the large area
scenario, when operated under both, mode A and the proposed optimum
mode D. The application of mode D, not only increases the carried traffic
for all MSs in the network, but improves fairness too. The carried traffic
under mode D fluctuates 32.35%, between 1.7 Mbit/sec (MS 14) and 2.25
Mbit/sec (MS 12), whilst the fluctuation by mode A is 152.85%, between
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0.7 Mbit/sec (MS 2) and 1.75 Mbit/sec (MS 12).
In Fig. 9.9, the percentage of retransmitted data frames per source MS

is presented, where the efficiency of mode D becomes more evident. The
percentage of retransmitted data frames for all MSs is lower than the limit
of 12%. Under mode A, the same percentage reaches 23.5% (MS 14).

9.3 Conclusion

A cross layer optimization method has been introduced, and its performance
evaluated. By introducing isochronous operation, the MAC protocol can be
optimized for the MC-CDMA based network, when using MUD at the re-
ceivers. Isochronous operation enhances network performance significantly
compared to asynchronous operation, as relative delays among multiuser
transmissions are kept low. The proposed improvements, together with fre-
quency adaptation result in good network performance in extended scenarios
meeting high QoS demands imposed by the MSs.

Figure 9.8: The carried traffic per MS, for different operating modes in the
large area scenario. The applied PHY mode is QPSK 1/2 for data
frames and BPSK 1/2 for control frames.
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Figure 9.9: Percentage of repeated frames (collisions) per MS, for different
operating modes in the large area scenario. The applied PHY mode
is QPSK 1/2 for data frames and BPSK 1/2 for control frames.
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Besides reducing interference by applying reduced transmitted power,
multihop communication is essential for coverage range extension and

for the interconnection of (different) subnetworks. Especially in home and
office environments, the radio range achievable with WLANs considerably
limits the size of the area covered and multihop communication is seen as
an important element to provide larger range continuous area coverage.

A multihop connection consists of consecutive links enabling the data
transfer between two MSs that are not within mutual radio range. A relay-
ing function is required, providing the needed functionality of an intermedi-
ate MS, called forwarding MS (or forwarder), for relaying of data packets to
the next node of a multihop connection. Such relaying function can be im-
plemented either in the first, second or third layer of the ISO/OSI reference
model. In this chapter the focus is on extension of the MAC layer function-
ality to support MAC frame packet relaying for the C-DCF proposed for
CDMA based WLANs. The relay is assumed to have bridge functionality.
Throughout this work the following assumption are made:

Necessary information from layer three (routing) is known and pro-
vided to MAC sublayer.
Multihop connections of up to 3 hops are considered.
The same PHY mode is used for all data links in a multihop connec-
tion.
MSs are equipped with one transmitter only.
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10.1 Multihop MAC Protocol

The IEEE 802.11 conformant frame exchange in a multihop connection
spanning over 3 hops is shown in Fig. 10.1 (solid lines). MS 1 as the
initiating node transmits data frames via MS 2 and MS 3 to the final des-
tination MS 4. In this case, every forwarding MS is responsible for the
correct transmission in the next hop, dealing with the multihop data packet
the same as with its own source data. Signaling of the route is done using
the four address fields in the MAC header as follows (see Fig. 2.9):

Address 1: Contains the source address of the multihop connection
(MS 1).
Address 2: Denotes the first forwarding station(MS 2).
Address 3: Contains the address of the final receiver. (MS 4).
Address 4: Specifies the address of the second forwarding station (MS
3).

MS 1 MS 2 MS 3 MS 4

ACK
RTS

RTS

CTS

ACK

RTS

RTS
CTS

CTSCTS

ACK ACK

DATA(1)

DATA(1)

DATA(1)

DATA(2)

tim
e

Figure 10.1: Standard multihop transmission.
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MS 2 signals the correct reception of a data frame with an ACK and
prepares the transmission to MS 3 by starting a handshake cycle to MS 3. A
new handshake cycle is started in MS 1 too, and the respective transmission
between MS 1 and MS 2 would delay the transmission between MS 2 and MS
3. In order to prioritize packet relaying at MS 2, a deliberate guard interval
is introduced for MS 1 that is not specified in IEEE 802.11 (Fig. 10.2). MS
1, being the initiator of the multihop transmission from MS 1 to MS 4, must
provide time for forwarding station MS 2 to forward the data packet to MS
3 and therefore must not access the medium for a sufficient long duration
called multihop guard interval (the same applies for the transmission from
MS 3 to MS 4). After the multihop guard interval has expired, MS 1 may
initiate any transmission according to the legacy MAC rules [Acharya

et al. (2003)]. Depending on the scenario topology and the route chosen,
MS 1 might be able to transmit in parallel with MS 3 (dotted lines in Fig.
10.1), using any suitable cch, which would increase overall performance of
the multihop transmission and reduce delay.

In order to improve performance, Smart Backoff (Section 8.2) can be
used by MSs enabling parallel transmissions in more than one cchs [Kwuimo

(2005)]. Especially in case of a forwarding MS serving multiple multihop

MS 1

MS 2

cch 2

cch 1

cch 1

MS 3

RTS DATA

CTS

Free cch

ACK RTS

SIFS SIFS SIFS

Backoff SIFS SIFS

DATA

SIFS

Backoff

RTS

ACKcch 1 NAV CTS

cch 1 NAV

time

MS 4

Multihop guard interval for MS 1 to allow the transmission of MS 2 to MS 4

+ DIFS

Figure 10.2: The standard NAV problem.
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connections, like MS 2 in the star topology of Fig. 10.3, concurrent trans-
missions like in the link from MS 2 to MS 5 are essential for achieving high
network capacity and low queueing delay. It must be noted, that Smart or
Parallel Backoff might increase the collision probability of forwarding MSs
since contention for medium access is increased as a MS employs CSMA/CA
in many cchs in parallel.

Referring to Figs. 10.2 and 10.3, MS 3 will set according to the C-DCF,
its NAV timer for the corresponding cch 1 upon receiving the RTS frame
from MS 1, or the corresponding CTS from MS 2, for a NAV duration as
contained in the RTS (Fig. 10.2), or CTS frames. Smart Backoff would
lead MS 3 to another idle cch (cch 2 in Fig. 10.2), where it could continue
with its backoff countdown. A concurrent transmission from MS 3 to MS 2
would interfere in this case with the ongoing data transfer from MS 1 to MS
2, since both transmissions address the same receiver (MS 2, Fig. 10.3). To
avoid this problem, a cch specific NAV is proposed per MS. According to
the cch specific NAV, each MS receiving a RTS and/or a CTS frame, sets its
NAV timer for the denoted duration of transmission, on the receive cch, and
marks in addition the involved MS(s) as occupied. This precaution prohibits
collisions in multihop links, whilst it enables Smart Backoff deployment.
Consequently, a source MS intending to transmit a frame to some other
(forwarder) MS, first checks whether this MS is currently occupied and
then searches for a cch that is not blocked by actual NAV timers supervised
by the source MS.

10.1.1 SDL specification of multihop extensions to C-DCF

In this section, the additional functionality in MAC protocol for the support
of multihop connections in C-DCF is described. The analysis is based on
the star scenario given in Fig. 10.3 and the link between MS 2 and MS 4.

After taking into account the NAV blocked cchs and MSs, the transmit-
ting MS 2 applying Smart Backoff searches for a cch to initiate a transmis-
sion. The RTS frame after backoff indicates a new data frame transmission.
Figure 10.4 shows the functionality of a MS in idle state when a RTS frame
is received. In case the MS that received the RTS frame is the actual recip-
ient of the transmission (MS 4), it prepares the corresponding CTS frame,
to be send after SIFS. If the MS is not the recipient (for e.g. MS 5), it
sets its NAV timer for the duration encoded in the received RTS, the MSs
involved and the cch used for transmission.
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MS1

MS3

MS2 MS4

MS5

Figure 10.3: Star scenario.

Idle

sFrame(RTS)

duration := RTS.duration
transId := RTS.transId
recId := RTS.recId
cchId := cch_active

myId = recId

setNAV
(duration,transId,recId,cchId)

PrepareCTS

Idle set (now+SIFS, tiSendCTS)

Wait_Send_CTS

false true

Figure 10.4: Functionality of a MS in idle state receiving RTS.
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After receiving the CTS frame, MS 2 transmits the data frame according
to the rules of C-DCF, as described in Chapter 5. The data frame is received
by MS 4 in state ”Wait for Data” (Fig. 10.5), which sets the flag ”forwarder”
to true if MS 4 is not the end receiver of the data frame and prepares the
transmission of the ACK frame.

MS 4 transmits the ACK frame after time SIFS (Fig. 10.6) and prepares
a backoff procedure both, when acting as a forwarder to the previously
received data frame, or if other data frames in its queues are waiting for
transmission. Otherwise, MS 4 switches to idle state.

MS 2, the transmitter of the data frame, receives the ACK from MS 4
in state ”Wait for ACK” (Fig. 10.7) and sets a timer with duration equal to
the multihop guard interval, if the last transmission was not at the last hop
of a multihop connection. Otherwise, MS 4 will proceed with a new backoff
timer, if other frames are waiting for transmission, or switch to idle state.

Summarizing the previous analysis on multihop extension of the C-DCF
protocol, the following additions should be done to the functionality of MSs
in order to enable efficient MAC layer relaying:

A multihop guard interval, that prevents the transmitting MSs from

Wait for Data

sFrame(Data)

getHeader(data).endReceiverId

myId = endReceiverId

forwarder := false forwarder := true

PrepareACK

set (now+SIFS, tiSendACK)

Wait_Send_ACK

true
false

Figure 10.5: Functionality of a MS when a data frame is received.
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setBackoff

Idle set(now+BackoffDuration, tiEndBackoff

Backoff

false
true

false

true

Figure 10.6: Functionality of MS for the transmission of an ACK frame in the
multihop protocol.
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Wait for ACK

sFrame(ACK)

lastTransmission = multihop

check_queues

empty set(now+PreviousTxDuration,
tiMultihopGuardInterval)

setBackoff

set(now+BackoffDuration,
tiEndBackoff Idle Multihop_Guard_Interval

Backoff

false

true

false

true

Figure 10.7: Functionality of the transmitting MS after the reception of an
ACK for a previously transmitted data frame.

an immediate transmission of the next multihop packet, prioritizes the
relaying MS on medium access reducing the end-to-end delay of the
multihop connection.
The use of Smart Backoff by forwarding MSs involved in more than one
multihop connections (bottleneck) reduces the medium access time.
Furthermore, Smart Backoff enables parallel transmission in many
cchs, that increases the available capacity at relaying MSs and reduces
the bottleneck effect.
In multi-channel, multihop environments applying carrier sensing (like
the proposed C-DCF), the NAV timer per cch is not enough to se-
cure the transmission after the two way handshake (RTS/CTS), when
Smart Backoff is used by transmitting MSs. The cch specific NAV per
cch and MS proposed in this chapter is then necessary.

10.2 Performance Evaluation

10.2.1 The Bottleneck Case

In the following, performance evaluation results of the proposed multihop
protocol are presented. At first, the protocol’s behavior in a bottleneck
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scenario is analyzed. A network topology as described in Fig. 10.8 is studied,
where MS 2 is simultaneously the forwarding MS for the connection MS 1
to MS 3 (con. 1) and is the initiator for con. 2. Both transmitting MSs
are assumed to be Smart Backoff capable, and able to operate in two cchs
in parallel. Traffic generators generating Poisson load of variable intensity
are used. The other simulation parameter vales are given in Table 7.1.
For all frame transmissions the QPSK 1/2 PHY mode is used, and TPC is
deactivated.

A value CWmin=31 is used throughout the multihop investigations per-
formed. For the QPSK 1/2 PHY mode and 1024 Byte long data packets, the
net throughput at MAC layer can be calculated, similarly to the calculations
presented in Section 5.5, to 9.8 Mbit/sec. A higher CW value does reduce
contention of MSs during medium access and contributes significantly to
collision avoidance when more than one multihop connection use the same
forwarding MS making it a bottleneck. However, the delay is increased by
this.

Fig. 10.9 presents the achieved carried traffic per connection over the
offered load. For both connections, carried traffic per connection raises lin-
early with offered load, up to a load of 1,1 Mbit/sec. With further increased
load the carried traffic of con. 2 raises further, becoming privileged to con.
1 whose carried traffic drops.

The advantage of con. 2 owes to the forwarding station MS 2 and its
capability of parallel transmission. Each time MS 1 transmits a data packet
to MS 2, MS 1 defers for a certain time, in order to give MS 2 the opportunity
to forward the data packet to MS 3. Due to parallel transmission in two cchs

MS1 MS2 MS3

MS4

con. 1

con. 2

Figure 10.8: The bottleneck scenario.
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and Smart Backoff, MS 2 can then transmit two data packets in parallel.
Additionally, when MS 1 has a new data packet to transmit, it competes
with MS 2 for medium access.

The total carried traffic is 2.4 Mbit/sec, which is close to the capacity of a
single cch for the used PHY mode. In the scenario of Fig. 10.8 throughput is
achieved, in both connections, when a data packet is transmitted from MS2.
In a fair contention between MS 1 and MS 2, each station would transmit
50% of the time, then blocking transmission of the other MS. Thus MS 2
would use in overload 50% of the capacity of two cchs, which equals the
capacity of 1 cch.

Figure 10.10 presents the results for the cumulative queueing delay per
connection, that is is defined as the sum of queueing delay of a frame in
consecutive hops. For both connections, cumulative queueing delay raises
similarly with offered load. Con. 2 achieves lower delay since it uses a one
hop link only.

The advantage of Smart-Backoff applied in multihop is demonstrated in
Fig. 10.11, presenting the CDF of end-to-end service time per connection
for the bottleneck scenario compared to connection based cch selection. For
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an offered load per connection of 1.25 Mbit/sec, the maximum end-to-end
service time for con. 2 is limited with Smart Backoff to 12msec, but 65msec
appears with connection based cch selection, whilst the improvement from
using Smart Backoff for con. 1 is almost 1sec. It can be concluded that in
multihop networks Smart Backoff should be applied.

10.2.2 Multihop Network Performance Study

In this section a multihop network scenario as shown in Fig. 10.12 is studied.
Besides a bottleneck station (MS 7), the scenario contains three multihop
connections with 2 or 3 hops and a direct link (con. 4). The same sim-
ulation parameters are taken as used in the bottleneck scenario (7.1). All
transmitting MSs are capable of Smart Backoff and parallel transmission in
two cchs is allowed for MS 7, that is offered the highest traffic load. End-
to-end connections are named as follows: connection between MS 2 and MS
4 is referred to as con. 1, between MS 5 and MS 9 as con. 2, between MS
6 and MS 10 as con. 3 and between MS 11 and MS 12 as con. 4.

Figure 10.13 presents the carried traffic per connection versus the offered
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load. Con. 4 approaches in saturation the maximum cch MAC level capacity
for the applied PHY mode, namely 2.5 Mbit/sec ( a quarter of the system’s
capacity, see Eq. (5.20)). The 2 hop con. 1 reaches an end-to-end carried
traffic of 1.2 Mbit/sec, that corresponds to about half the cch capacity. The
achieved maximum carried traffic for the three hop con. 2 and two hop con.
3 is about 0.8 Mbit/sec for each and is limited by the common forwarding
station (MS 7), that is a bottleneck and defines the throughput in con. 2
and con. 3.

MS 7 competes for channel access with the two transmitters MS 5 and
MS 6 and transmits in 1/3 of the time, using in ideal case two cchs (MS
7 is the only MS allowed to transmit in parallel in two cchs). The two
other cchs are used by con. 1 and con. 2. Consequently, the throughout at
MS 7 is 1/3 of the aggregated capacity of two cchs: 1/3(2x 2.49 Mbit/sec),
averaging to 1.66 Mbit/sec. This throughput at MS 7 is equally divided
among con. 2 and con. 3, each achieving 0.83 Mbit/sec in the ideal case,
where no collisions are considered.

Figure 10.14 presents the mean end-to-end queueing delay per connec-
tion, that comprises the queueing delay at all sequential queues for a spe-
cific data packet on a specific connection. Results comply with the above
throughput analysis: Multihop connections, in general, face for a given load
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Figure 10.13: Carried end-to-end traffic per multihop connection vs. offered
load. The applied PHY mode is QPSK 1/2 for both, control
and data frames.

a higher end-to-end queueing delay than single hop connections. The one
hop con. 4 achieves the lowest end-to-end queueing delay, whilst con. 3
and con. 2 suffer from high end-to-end queueing delay, rapidly raising with
offered load.

In Figs. 10.15 and 10.16, the CDFs of queueing delay per hop are pre-
sented, for 0.75 and 1.25 Mbit/sec offered load per connection, respectively.
The offered load of 0.75 Mbit/sec/connection approaches the saturation
load of con. 2 and con. 3 that achieve the lowest carried traffic. The high-
est queueing delay comprises 200msec for MS 5 on end-to-end con. 2. Its
queueing delay distribution is similar to the one of MS 6 on end-to-end on.
3, since both MSs are the sources of multihop connections sharing the same
bottleneck forwarding station MS 7. Furthermore, the multihop guard in-
tervals of MS 5 and MS 6 prohibit after a successful data packet transfer
the immediate transmission of the next data packet, raising its delay in the
queue. Collisions occurring among MS 5 and MS 6 further increase the
delay. The second highest end-to-end queueing delay is achieved by MS 2,
owing to the multihop guard interval for prioritization of forwarding station
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MS 3. The direct con. 4 between MS 11 and MS 12 follows, with better
queueing delay performance. In this case, queueing delay is affected by the
ability of Smart Backoff to detect a free cch.

Queueing delay distributions of the hop between MS 7 and MS 8, and the
hop between MS 7 and MS 10, are quite similar. The 3.1msec stepwise raise
of queueing delay at 63% and 73% respectively, results from the contention
between MS 7 and MS 5 or MS 6 and the guard intervals of length 3253.5μsec
applied there (Eq. (5.19)).

Best queueing delay performance is achieved at MS 3 and MS 8, which
neither apply the multihop guard interval, since they serve the final hops
of the respective con. 1 and con. 2, nor participate in any other multihop
connection. Particularly, MS 8 can transmit concurrently with MS 5 even
in the same cch.

Figure 10.16 presents the CDFs of queueing delay, for an 1.25 Mbit/sec
offered load per connection. The relative performances of the connections
are similar as under lower load but with higher end-to-end queueing delay
for MS 5 and MS 6, which are now in overload. Additionally, MS 2 now
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experiences much higher end-to-end queueing delay, since the offered load is
chosen such that the saturation of con. 1 is reached (but not the saturation
of MS 6).

The CDF of end-to-end delay, measured as the delay between the arrival
of a data packet in the network and the reception of the ACK at the last
hop, is depicted in Fig. 10.17, for 0.75 Mbit/sec offered load per connection.
For con. 2 and con. 3, the end-to-end delay has a similar distribution, due
to the common forwarding station MS 7. The reason for the small difference
between the two CDFs is the one more hop at con. 2. Similar results are
shown in Fig. 10.18, presenting the end-to-end delay for 1.25 Mbit/sec
offered load per connection. The network operates in saturation and the
high offered load introduces high end-to-end delay for data transfer.

10.2.3 Simulative Comparison with IEEE 802.11 DCF

In order to demonstrate the efficiency of the proposed multihop extensions
for C-DCF MAC protocol, a direct comparison with IEEE 802.11 DCF
is performed. The standard DCF has been extended to support multihop
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connections, in a way that each intermediate MS forwards received multihop
data frames following the same rules as with own data. It is assumed that
the route is known.

The scenario used for comparison is the one of Fig. 10.12. The generated
load type is CBR and QPSK 1/2 is the applied PHY mode for both, control
and data frames, latter with payload 1024 Bytes. All other parameters are
set to the values given in Table 7.1. In case of C-DCF, Smart Backoff is
used by all transmitting MSs to exploit spacial diversity for links in sufficient
distance.

Figure 10.19 presents the carried end-to-end traffic per multihop con-
nection with the offered load per connection, for both MAC protocols, DCF
and C-DCF. The performance of C-DCF is better for every connection as a
result of higher capacity (see Section 5.5) and reduced connection due to the
4 available cchs. Additionally, the performance of C-DCF is enhanced by
protocol characteristics such as the multihop guard interval, Smart Backoff
with parallel transmission in 2 cchs and reduction of CW to half after col-
lision resolution (see Section 5.1.4). Further, in C-DCF and for middle and
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Figure 10.17: CDF of end-to-end delay per multihop connection for 0.75
Mbit/sec offered load per connection. The applied PHY mode
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high offered load especially, con. 2 and con. 3 sharing the same forwarding
MS in the first hop (MS 7), carry almost the same amount of traffic, while
with DCF fairness on medium access is not achieved.

Similar to the difference in carried traffic, the performance of C-DCF
is superior when comparing the delays. In Fig. 10.20 the complementary
CDF of end-to-end delay per multihop connection for DCF and C-DCF
is presented with 0.75 Mbit/sec/con CBR offered load. The difference of
measured delay is for every connection at least an order of magnitude in
favor of C-DCF.

10.3 Conclusion

An efficient forwarding method for the C-DCF is proposed. Performance
evaluation results show the ability of the multihop network to achieve an
overall good performance. Using Smart Backoff, forwarding MSs, which
participate in more than one multihop connection can improve their perfor-
mance, and achieve higher throughput. Technical solutions proposed in this
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chapter for the realization of relays, such as the NAV timer per MS and cch,
can be adopted from other wireless systems with multi-channel structure,
which don’t necessarily use MC-CDMA.
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Centralized Mode of the C-DCF

Content
11.1 The Contention Free Period . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
11.2 Capacity Anylysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174
11.3 Performance Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178
11.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183

I n many cases, W-LANs are interconnected over an Ethernet backbone
network, that is connected to the Internet. For that purpose, at least one

MS in each W-LAN network, the so called AP, must participate in both,
the wireless and wired communication system. APs typically carry a large
fraction of networks traffic, and can therefore be prioritized over other MSs,
or even control the networks resources. In the latter case, a centralized
network is operated.

Besides the drawbacks of higher cost, and the need to plan a deployment,
centralized networks outperform decentralized ones. Since every MSs has
to apply for resource grant at the AP, the AP has an overview of the net-
work load situation and can consequently schedule the available resources
according to the needs of MSs. Moreover, it can avoid collisions, and near-
far-problems by proper scheduling of transmissions or even schedule parallel
transmission on the same or different cchs and at the same time for differ-
ent connections, if the network topology (interference situation) allows this.
Furthermore, in centralized networks overhead is reduced, as network coor-
dination is done by the AP.

In this chapter, an extension of the C-DCF is introduced for the opera-
tion in centralized mode.

11.1 The Contention Free Period

The decentrally controlled MAC protocol is periodic in operation based in
periodic beacon transmissions. The interval starting with the transmission
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of a beacon has a duration equal to TBTT. It is called a superframe and
comprises the basic element of the centrally controlled mode. In the pres-
ence of an AP, the network operation within a superframe is divided in two
phases: CP and CFP. During CP, network is under decentral control oper-
ation following the rules of C-DCF as described in Chapter 5- during CFP
the AP has central control over the network. Division of available resources
is done in both, time and code domains, according to the information con-
tained in the beacon that is broadcasted by the AP to all cchs. An example
is given in Fig. 11.1, where a CP in operated in cch 3 and cch 4 for 60% of
the superframe duration and cch 1 and cch 2 are operated 100% in CFP.

In centralized mode the AP transmits the first beacon immediately after
its initialization, and signals the network’s operation characteristics. Besides
the information contained in the IEEE 802.11a beacon, the AP specifies for
each cch the duration of the CFP that follows immediately after the beacon
(Fig. 11.2), similar to IEEE 802.11e [802.11e /D9 (2004)]. Such a cch-
specific allocation of CFP and CP durations adds flexibility compared to
an allocation in the network. MSs, initiating a new connection may use the
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Figure 11.1: Centralized mode functionality of the protocol.
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CP for their first transmission, thus reducing delay until they are granted
resources for CFP in response to their request. MSs with low load, or serving
best effort traffic may operate in CP continuously. The total duration of
CFP per cch depends on the network traffic and can be adjusted by the AP
in every superframe.

MSs may request resources for transmission during CFP, by sending a
Ready To Send application (RTSapp) frame (Fig. 11.3) to the AP dur-
ing CP according to the C-DCF access rules. RTSapp contains either the
amount of data to be transmitted or a request for transmission according
to a traffic class. A traffic class specifies a transmission rate [Heier (2003)]
or maximum tolerable delay [802.11e /D9 (2004)], which guide the AP to
appropriately schedule transmissions for this MS.

A beacon transmission is followed, after a guard interval of one slot, by
the transmission of the Clear To Send cumulative (CTScum) frame (Fig.
11.4). Like the beacon, CTScum is transmitted in parallel via all cchs, and
contains information for the forthcoming transmissions during CFP in each
cch, the so called access grants. An access grant contains the addresses
of the transmitters in the order of transmission within a superframe and
may be different for every cch. Alternatively, the access grant may contain
connection identifiers. An extra byte in CTScum signals the periodic repe-
tition of the cch allocation within a superframe, valid until the end of the
superframe and the period duration, in order to reduce overhead.

To further reduce overhead, address compression may be applied in cen-
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Figure 11.3: RTSapp for centralized mode.
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Figure 11.4: CTScum for centralized mode.

tralized mode. MSs, upon association with the AP, get a unique one byte
long address that is used as an identifier. One byte is enough to support
255 MSs in a network controlled by one AP. Together with the network
identifier, it provides a unique address to each MS. The number of MAC
addresses can be reduced to three (from 4 in the standard [802.11 (1999)]),
namely the source, destination and subnetwork address, as long as no mul-
tihop function is permitted.

The CTScum frame finalizes the broadcast transmission phase and CFP
follows, Fig. 11.5. According to the access grants, MSs start direct link
transmissions in the assigned cchs in the order specified by the CTScum
frame. The correct reception of a data frame is acknowledged with an ACK
frame, transmitted after time SIFS. An ACK might be followed by SIFS, if
fragmentation is permitted before the next data frame follows, in order to
allow consecutive transmissions of data frames from the same MS.

As shown in Fig. 11.5, CFP ends after 40% of superframe duration in
cchs 2 and 4. CP operation follows. According to the TBTT announced
in the last beacon frame, the AP sends the beacon, after having sensed the
channel for free for a duration PIFS. In order to avoid collisions with beacon,
resource grants for CFP consider the TBTT, and MSs operating in CP,
which received the previous beacon, must end all transmissions when TBTT
approaches [Kumar (2005)]. Channel monitoring for duration PIFS, by
the AP, prior to beacon retransmission is still necessary, to ensure collision
avoidance between the beacon and transmissions in CP from MSs with large
clock drifts.

11.2 Capacity Analysis and Comparison with IEEE 802.11e

The maximum achievable throughput during CFP in C-DCF and IEEE
802.11e is calculated in the following.

Within a superframe that does not contain any CP, the following frames
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are transmitted per cch:

Superframe = Beacon + aSlotT ime + CTScum + Np(SIFS +
DATA + SIFS + ACK) + PIFS (11.1)

where Np denotes the number of data frames transmitted in one superframe
per cch and data frames are assumed completely filled with user data. The
duration of a superframe can be then calculated, according to the parame-
ters in Table 11.1, taken from the standard [802.11 (1999)].

Table 11.1: CFP parameters.

Parameter Value

aSlotTime 9μsec
SIFS 16μsec
PIFS 25μsec

The MAC frames for data and ACK are specified in the standard,
[802.11 (1999)], whilst the extended beacon and CTScum frame are de-
scribed in Section 11.1. Mapping of MAC frames to PHY layer frames,
follows the same rules as specified for CP (Section 2.2.2). For the present
analysis the worst case is considered where subsequent data frames origi-
nate from different transmitters, thus a synchronization preamble in front of
each frame is necessary. Assuming that all control frames are transmitted
with QPSK 1/2 and data frames with the 64QAM 3/4 PHY modes, the
superframe duration is:

ΔTSF = 338 + 4	94 + 8Np

48

 + 776Np[μsec] (11.2)

In case of [802.11e /D9 (2004)], where subsequent data frames are com-
pletely filled with user data and originate from different transmitters (as for
C-DCF), the following frame transmissions take place within a superframe
completely occupied by Controlled Access Phase (CAP)s from Hybrid Co-
ordinator (HC):

Superframe.11e = Beacon + Np11e(PIFS + QoS − CF − Poll +
SIFS + DATA + SIFS + ACK) + PIFS (11.3)
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where Np11e denotes the number of CAPs in the superframe.
In Eq.(11.3) the assumption has been made that transmission requests

are already known to HC and enough to cover the whole superframe dura-
tion. The duration of PIFS, and the frame structure of Beacon and Quality
of Service-Contention Free-Poll (QoS-CF-Poll) are described in [802.11e
/D9 (2004)]. Consequently the duration of the IEEE 802.11e superframe
can be calculated, when 1024 Byte long data packets are considered and
the applied PHY mode is QPSK 1/2 for control and 64QAM 3/4 for data
frames:

ΔTSF11e = 285 + Np11e313[μsec] (11.4)

For different values of ΔTSF , Np, ΔTSF11e and Np11e the achievable
throughput for both, C-DCF centralized mode and IEEE 802.11e, according
to Eqs. (11.2) and (11.4) respectively, is presented in Table 11.2.

Table 11.2: CFP Throughput vs. superframe length for 1024 byte long data
packets.

Superframe length C-DCF IEEE 802.11e
Max. theoretical

Throughput on 4 cchs

20msec 40.96 Mbit/sec 25.39 Mbit/sec
40msec 40.96 Mbit/sec 25.80 Mbit/sec
100msec 41.61 Mbit/sec 26.05 Mbit/sec

The results in Table 11.2 show the high efficiency achieved by C-DCF
centralized mode, which is up to 60% higher than the efficiency of IEEE
802.11e.

Equation (11.2) is valid only when operating the whole superframe in
CFP. The throughput for the centralized mode, a mixed operation of CFP
and CP which gives more flexibility to the network, depends on both, the
superframe duration and the percentage duration of CP and CFP. The
maximum throughput for the decentralized protocol has been calculated in
Section 5.5, Eq. (5.16) to 31.58 Mbit /sec for 1KByte long data frames with-
out considering beacon transmissions. With periodic beacon transmissions
every 100msec (superframe duration), the maximum throughput during CP
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reduces to 31.46 Mbit/sec. Consequently, for the example given in Fig.
11.5, with 60% CP on two out of four cchs, 100msec superframe duration
and 1024 byte long data packets, the total maximum throughput is 38.6
Mbit/sec.

11.3 Performance Evaluation

In this section, performance evaluation results of the proposed centralized
mode are presented. For this purpose, the scenario of Fig. 11.6 was simu-
lated. It comprises one AP and 16 MSs around it, operating 8 direct link
connections named con. 1 to con. 8. Simulation parameters used are given
in Table 7.1, and CP operation covers 60% of the 100msec superframe du-
ration in cch 2, and cch 4, as depicted in Fig. 11.5. Control frames are
transmitted with QPSK 1/2, data frames with the 64QAM 3/4 PHY mode.
Poisson traffic load generators are applied at each MS.

The focus of the analysis is on MSs that either are transmitting in CFP
only, and on MSs with mixed transmissions in CFP and CP. For transmis-
sions during CP only, network characteristics are the same under C-DCF
as analyzed in Chapter 7. In the following analysis, two sets of MSs are
distinguished:

In set A: MSs are of same priority and transmit during both, CFP
and CP.
In set B: Prioritized MSs transmit exclusively in CFP, whilst other
MSs transmit in both phases, CFP and CP. Prioritized MSs are: MS
10, MS 12, MS 14 and MS 16, the respective connections are con. 4,
con. 5, con. 6 and con. 7.

Figure 11.7 presents the carried system traffic versus the offered load.
The three graphs correspond to throughput of MSs transmitting only in CP,
the throughput of MSs transmitting exclusively in CFP and the total system
throughput, which raises linearly with the offered load until 28 Mbit/sec,
where saturation is reached for CP. Maximum values for throughput are
reached in overload, due to Poisson traffic sources, and for CFP comply
with the analytical results. The maximum throughput during CP, is 32.5
Mbit/sec and 3.3% higher than the analytically calculated upper bound of
31.46 Mbit/sec (see Section 11.2), which owes to channel re-use of the same
cch in this scenario.

The carried traffic for each connection is presented in Fig. 11.8. Like the
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total carried traffic, carried traffic of each connection shows a linear raise
with offered load up to saturation load, which is different for the two sets.
The throughput per connection is the same for all connections in set A, as
they share operation in CFP and in CP. For set B, connections operating
only in CFP, achieve the highest throughput (more than 5 Mbit/sec), which
is on average almost 14% more, than the throughput of connections in mixed
operation.

An analogous behavior is observed for mean delays. Figure 11.9 presents
the mean queueing delay of data packets per connection over the offered
load. Queueing delay is for both sets lower than 10msec for load up to 4
Mbit/sec/transmitter, which corresponds to a network load of 32 Mbit/sec.
For higher loads, saturation begins and queueing delay increases rapidly,
exceeding 100msec in overload. The break point in the queueing delay
curves, i.e. the point where a steep raise of queueing delay starts, depends
on the applied set and operating mode. It corresponds to the amount of
offered load that brings the network to saturation, according to Fig. 11.8.
The best queueing delay performance is observed for MSs operating in CFP
only, while the queueing delay for mixed operation in set A is equal for all
MSs since no priorities are considered.

Figure 11.10 shows the mean service time per connection, as a function of
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offered load. It must be noted that for CFP, service time measurement starts
with the transmission of data packet and ends with the reception of the
corresponding ACK. For set B, the mean service time comprises 0.76msec
for CFP transmissions and 0.9msec for the mixed case. The absence of
collisions contributes to a constant service time independent of offered load.
For set A a jitter of 60μsec is observed owing to the random duration of
backoff timer and the ratio of frames transmitted in CP to those transmitted
in CFP. In set A, all MSs experience approximately the same mean service
time, as all of them transmit in a mixed mode.

Figure 11.11 presents the CDF of queueing delay for 2.8 Mbit/sec offered
load per connection for set B. MSs face different network performance, de-
pending on their priority. With probability 90% the queueing delay is lim-
ited to less than 11.5msec for all MSs underlying the QoS support ability of
the centralized mode. Maximum values of queueing delay average to 18msec
for CFP transmissions and 25msec for MSs in mixed operation (for con. 1,
con. 2, con. 3, con. 8).

The influence of different percentages of CP duration in the superframe
on queueing delay of MS 6, is presented in Fig. 11.12. The mean offered
Poisson load in this case is 2.8 Mbit/sec, and MS 6 transmits both, during
CP and CFP. The best queueing delay distribution is achieved without CP
operation (CP 0%), where a maximum queueing delay of 11msec is mea-
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sured. With larger CP percentage duration the queueing delay increases,
and reaches its maximum for 100% CP operation. In this case the maximum
queueing delay is 28msec.

11.4 Conclusion

A centralized operating mode for the C-DCF is presented. Extensive sim-
ulation results show its performance and ability to support QoS. Channel
bandwidth division in 4 parallel cchs enables operation of CFP and CP in
parallel on the same radio channel, which is an important option for support-
ing different communication needs in a network, e.g. multihop. In future
systems with variable SF, a fraction of the available cchs could be reserved
for signaling and transmissions using CP. Such a channel is advantageous
for the following reasons:

Since any MS can use the signalling cchs for sending an access request
for CFP at any time, access delay reduces.
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Unpredictable beacon delays and collisions from the operation of CP
and CFP on the same channel as menioned in [Ni et al. (2004)] can
be avoided, since separation between CP and CFP takes place in code
domain, rather than the TDM method of IEEE 802.11a/e.
MSs with high QoS requirements may transmit exclusively in CFP,
where transmission delays can be guaranteed.



CHAPTER 12

Conclusion

I n this thesis, new protocols for next generation indoor W-LANs based on
MC-CDMA are proposed and their performance evaluated, by means of

stochastic event driven simulation. The introduced protocols aim at achiev-
ing high MAC protocol efficiency and support of QoS. For this purpose, solu-
tions to technical problems for the realization of MC-CDMA based protocols
are provided and adaptation rules are designed to allow good operation of
the wireless system under the conditions of real operation scenarios.

After an overview of different CDMA techniques, the functionality of
MC-CDMA is discussed and compared with that of MC DS-CDMA as well
as with the functionality of OFDM. MC-CDMA combines the robustness of
OFDM, with the diversity of frequency spreading at a reasonably low com-
plexity. Consequently, the performance of MC-CDMA is studied with re-
spect to an asynchronous transmission system. Assuming the use of MMSE
MUD at the receivers and the application of the K=7 convolutional en-
coder/decoder, link level results are generated that serve for the evaluation
of both, the new transmission technique, and the link quality as a basis for
protocol performance simulation studies. To evaluate the link quality the
air interface for SINR calculation is carefully modelled, taking into account
the emissions per cch and the relative delays of asynchronous transmissions
of concurrent MSs transmitting in parallel. This is necessary in order to
model accurately MAI on MC-CDMA based systems.

The main focus of this thesis is on the MAC sublayer. The MAC proto-
col proposed, for the support of MC-CDMA, is a modification of the IEEE
802.11a MAC, namely C-DCF. The achievable throughput has been analyt-
ically calculated, and direct comparison shows its superiority to an OFDM
based system, owing mainly to the longer duration of spread data frames
compared to protocol guard intervals and control frames duration. It must
be noted that protocol guard intervals are a limiting factor for throughput
when broader channels are considered. This makes the use of MC-CDMA
inevitable for the emerging wireless systems aiming at a net throughput of
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1Gbit/sec and more.
The proposed TPC algorithm based on an improved handshake con-

tributes much to a good network performance, since it fast adapts to the
environment conditions. TPC is an important feature for CDMA networks,
because their capacity is limited by interference, namely by the receivers
ability to decode the intended signal from the received one. Therefore,
TPC is assumed based on an interference estimate of the receiver, estab-
lished with the help of MUD. Transmission power fluctuations due to short
term fading and small fluctuations of MAI can be controlled by:

1. Power adjustment not only based on the last interference estimate,
but taking earlier estimates into account, too.

2. Power adjustment 2-3dB higher than necessary to achieve the required
SINR value.

Especially for wireless decentrally controlled networks, where an opti-
mum power adjustment for all transmitting MSs is not always possible,
it has been demonstrated that TPC should be combined with adaptation
rules, that avoid link failure due to high MAI. For this purpose, the im-
proved handshake algorithm is proposed in this thesis, based on the two
way handshake protocol (RTS/CTS) prior to the data transmission. The
key idea is to control connections that interfere too much with each other,
when operating at the same time in the same cch, so that they time-share
the cch.

Performance parameters used to evaluate the proposed protocols and
algorithms are the achieved throughput as well as the data packet queueing
delay and transmission time per active connection. Since MAI may pre-
vent the proper reception of data at a MS, it is essential to observe the
performance of each receiver separately. This allows also a finer granular-
ity of the conclusions concerning the effectiveness of the proposed protocol
algorithms.

In order to increase the network capacity, the frequency adaptation
method is proposed as supplement to the C-DCF protocol. According to this
method, long distance connections, that suffer from high MAI due to concur-
rent transmissions of other MSs, are diverted to operate in other frequency
channels. Simulation results confirm the effectiveness of this method.

The C-DCF protocol is further improved by introducing new backoff
algorithms, comprising Parallel and Smart Backoff, that optimize the pro-
tocol for the support of a multi-channel cch structure. These algorithms
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allow each transmitter to reselect the cch used for transmission of the next
data frame, thus leading to an opportunistic cch usage. Furthermore, par-
allel transmission in more than one cch becomes possible. Two benefits of
these backoff algorithms are the support of prioritized access to MSs (that
consequently achieve lower delays), and load balancing among the different
cchs.

A cross layer optimization is also proposed. Based on the performance
of the MUD, that is very dependable on the relative delays of concurrent
transmissions in different cchs, a new parameter set for the MAC protocol is
applied, that allows the asynchronous system to operate in an isochronous
mode. Performance improves substantially by using this simple arrange-
ment.

Multihop connections are essential for W-LANs, used not only for cov-
erage extension, but also as a method to reduce interference. The protocol
has been extended for that with the needed functionality, and technical
solutions for the realization of relays have been proposed in this thesis.

The centralized operation mode, is another feature of the proposed pro-
tocol, that can be operated based on an AP. The AP can control the traffic
and schedule the network resources among the transmitting MSs according
to their traffic needs. Accordingly, high QoS characteristics are achieved
from the centrally controlled network.

The protocols and algorithms presented in this thesis have the potential
to further be improved in future work. Examples for these are the use of
carrier interferometry codes to enhance the capacity, and the use of higher
spreading factors in broader channels, that lower the contention on medium
access further and improve the ratio of data packet transmission duration
to protocol overhead, with positive impact on efficiency.



188 12. Conclusion



APPENDIX A

Derivation of a Closed Form Expression for the
Demodulator Outputs

In an synchronous system, assuming τ1 = 0 ≤ τ2 ≤ τ3 ≤ τ4, the demod-
ulator outputs yn, for the i-th symbol (b1(i)) of the considered user 1, are
subject to MAI from two successive symbols of other active users (Fig. A.1).

The demodulator output at the n-th branch corresponding to the n-th
subcarrier (Eq. (4.4)) can be expressed as [Yi et al. (2003)]:

yn =
K∑

k=1

√
ak[pnkbk(i) + p′nkbk(i − 1)] + zn (A.1)

with:

pnk =
1
T

Ms∑
m=1

ckmhkme−j2πnτk/T

∫ T

τk

ej2π(m−n)t/T dt (A.2)
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Figure A.1: Relative delays of different users’symbols.
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p′nk =
1
T

Ms∑
m=1

ckmhkme−j2πnτk/T

∫ τk

0

ej2π(m−n)t/T dt (A.3)

zn =
1
T

∫ T

0

η(t)e−2πnt/T dt (A.4)

Since Eq. (A.2) and Eq. (A.3) differ only in the integration limits, one
form for the general case can be developed, with lower limit a, and higher
limit b:

pnk =

{∑Ms

m=1
ckmβkm

π(m−n) sin
[

π(m−n)(b−a)
T

]
(cos A − j sinA) m �= n,∑Ms

m=1
ckmβkm(b−a)

T (cos B − j sinB) m = n
(A.5)

with:

A =
[(

2πnτk

T

)
− φkm − π(m − n)(b + a)

T

]
(A.6)

B =
[(

2πnτk

T

)
− φkm

]
(A.7)

In [Yi et al. (2003)] Eq. (A.1) is expanded to a linear set of equations
for all demodulator outputs, which in matrix notation is:

y = PAb + z (A.8)

where:

y = [y1,...,yk]T

A = diag[
√

a1,...,
√

ak,
√

a1,...,
√

ak]
b = [b1(i − 1),...,bk(i − 1),b1(i),...,bk(i)
P = [p′nk,pnk] (A.9)
z = [z1,...,zn]

From the above equations, an expression for the SINR at the receiver is
derived in [Yi et al. (2003)], which is used in the analysis of the MC-CDMA
PHY layer performance in Chapter 4.
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GLOSSARY

Rayleigh fading The type of fading, where the magnitude of the received
complex envelope follows the Rayleigh distribution at any
time. This is the case in scattering environments without a
Line of Sight (LoS) component. In this case the composite
signal consists of a large number of plane waves and both
the real and imaginary part of the received complex en-
velope are independent, identically distributed, zero-mean
Gaussian random variables.

Q-function Q(x) is defined as the probability that a Gaussian random
variable X, with zero mean and unit variance, exceeds the
value of x.

Normalized frequency offset The ratio of the maximum oscillator oofset
to the subcarrier spacing.
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NOMENCLATURE

Table B.1: Index of used mathematical symbols

Mathematical
symbol

Area Page Meaning

dfree Modulation 36 Free distance of the convolutional
code

bk(i) Modulation 32 k-th user´s i-th modulated symbol
Ms Modulation 32 Number of subcarriers
SF Modulation 32 Spreading factor
K Modulation 32 Number of active users
ak Modulation 32 Transmission power of user k
p(t) Modulation 32 Rectangular pulse over [0,T )
g1,g2 Channel coding 34 Generator polynoms of the convolu-

tional code
T Modulation 32 Multi-carrier symbol duration
τk Modulation 32 Relative delay of user k to the refer-

ence user
η(t) Modulation 32 Gaussian noise
βkm Modulation 33 Rayleigh distributed random ampli-

tude for the k-th user at the m-th
subcarrier

φkm Modulation 33 Uniform distributed random phase
coefficient for the k-th user at the
m-th subcarrier

yn Modulation 33 Demodulator output at the n-th sub-
carrier

wm Modulation 33 MUD weight for the m-th subcarrier
Ts Modulation 34 Duration of multi-carrier symbol

without cyclic prefix
TCP Modulation 34 Cyclic prefix duration
aCP Modulation 34 Power reduction factor due to cyclic

prefix
M Modulation 35 Modulation order
Eav Modulation 35 Energy per bit

Continued in next page
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Table B.1: Index of used mathematical symbols

Continued from previous page

Mathematical
symbol

Area Page Meaning

N0 Modulation 35 Noise power
Pb Channel coding 35 BER

P m
e (L) Channel coding 35 PER upper bound for packet length

L
Lb Channel coding 35 Packet length in bits
P m

u Channel coding 35 First event error probability
ad Channel coding 36 Total number of errors with weight d
Pd Channel coding 36 Probability of error on the pairwise

comparison of paths which differ in
d bits

Pc Modulation 39 Carrier strength at the receiver
PI Modulation 39 Total interference power at the re-

ceiver
Gsp Modulation 39 Spreading gain
p′

nk Multiuser De-
tection

189 Contribution of the k-th user´s
(i-1)-th symbol to the signal received
at the n-th subcarrier

pnk Multiuser De-
tection

189 Contribution of the k-th user´s i-th
symbol to the signal received at the
n-th subcarrier

zn Multiuser De-
tection

189 Gaussian noise samples at the n-th
demodulator output

y Multiuser De-
tection

190 Matrix of demodulator outputs

A Multiuser De-
tection

190 Matrix of users´transmission power

b Multiuser De-
tection

190 Matrix of users´symbols

P Multiuser De-
tection

190 Matrix, input to Multiuser detector

z Multiuser De-
tection

190 Matrix of Gaussian noise samples at
the demodulator outputs

CW MAC 10 Contention window value
CWmin MAC 10 Contention window minimum value
CWmax MAC 10 Contention window maximum value

Continued in next page



Nomenclature 207

Table B.1: Index of used mathematical symbols

Continued from previous page

Mathematical
symbol

Area Page Meaning

gt Channel model 74 Transmitter antenna gain in dB
gr Channel model 74 Receiver antenna gain in dB
λ Channel model 74 Wavelength in meters
γ Channel model 74 Path loss factor
d Channel model 74 Distance between two MS in m

Nc Spreading 23 Number of chips
Tb Modulation 17 Duration of modulation pulse
B Spreading 28 Matrix of users´ symbols
C Spreading 28 Spreading matrix
S Spreading 28 Matrix of subcarrier symbols in

downlink MC-CDMA
ck(i) Spreading 28 i-th element of k-th spreading se-

quence
sk Spreading 28 composite symbol at the k-th subcar-

rier
maxSINR Power control 55 Maximum achievable SINR under

the current interference situation of
the receiver

P MSk
IF Power control 55 Estimated interference at MS k

maxPTX Power control 55 Maximum allowed transmission
power

P MSk
TX Power control 55 Transmission power used from MS k

minSINR Power control 55 Minimum SINR required for the use
of a specific PHY-mode

L Power control 74 Pathloss
P RTS

RX Power control 55 Receive power for RTS frame
P CTS

RX Power control 55 Receive power for CTS frame
PMeanIF Power control 55 Mean interference estimate of a MS
PLastIF Power control 55 Last interference estimate of a MS

aIF Power control 51 Weight for the contribution of the
latest interference estimate to total
estimate of a MS

BTS Backoff 59 Number of backoff slots
Ns PHY 65 Number of multi-carrier symbols re-

quired for the transmission of a frame

Continued in next page
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Table B.1: Index of used mathematical symbols

Continued from previous page

Mathematical
symbol

Area Page Meaning

Nb PHY 64 Number of data bits per multi-carrier
symbol

Np MAC 176 Number of data packets per super-
frame and code channel in C-DCF
centralized mode

ΔTSF MAC 176 Duration of a superframe in C-DCF
centralized mode

Np11e MAC 177 Number of data packets per super-
frame and code channel in IEEE
802.11e

ΔTSF11e MAC 177 Duration of a superframe in IEEE
802.11e
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3GPP 3rd Generation
Partnership Project

ABMT Aachener Beiträge zur
Mobil- und
Telekommunikation
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ADT Abstract Data Types
APs Access Points
AP Access Point
AWGN Additive White

Gaussian Noise
BPSK Binary Phase Shift

Keying
BER Bit Error Rate
BRAN Broadband Radio

Access Network
BSS Basic Service Set
BSSID Basic Service Set

IDentification
C-DCF Coded-Distributed
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CA Collision Avoidance
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CDM Code Division
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