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Abstract— Wireless networks of next generation will satisfy the user demand for a ubiquitous mobile broadband access. 
Current research efforts are targeting therefore at the efficient realization of a flexible radio interface and network 
architecture. The wide range of application scenarios seems to prohibit a “one radio interface fits all” solution. Instead, it 
requires a multitude of solutions tailored for specific communication environments. Ideally, these solutions are related 
radio interface modes that have a common technology basis. This article presents a protocol reference architecture that 
enables the efficient integration of multiple such modes in a complementary way. This architecture essentially benefits 
from the commonalities between these modes. Hence it facilitates the coexistence and the cooperation of different modes in 
all devices of a future relay-based radio access network: (i) user terminals, (ii) access points and (iii) relay nodes. This 
article focuses on the realization of multi-mode capability of user and control planes and the related management of the 
protocols of a flexible radio interface. A proof of concept and its evaluation are presented at the example of relay-based 4G 
broadband networks and IEEE 802.16 (WiMAX).  
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I. INTRODUCTION 
Future wireless networks will realize the vision of a ubiquitous radio system in providing wireless access, from 

short-range to wide-area, with one single adaptive system for all envisaged radio environments. This system will 
efficiently adapt to various scenarios by using different Radio Access Technologies (RATs), i.e., modes, with a 
common technology basis. The devices of a heterogeneous wireless infrastructure that use multiple modes (possibly 
simultaneously) can be referred to as composite radios [1]. The composite radio concept implies pre-installed modes 
complementing each other for optimized network utilization and Quality-of-Service (QoS) support. The dynamic 
selection, installation and adaptation of the devices’ modes to the communication environment and changing user 
demands are introduced with the reconfigurable radio concept [2] based on the idea of software defined radios [3].  

The integrated projects WINNER and E2R funded by the European Union concentrate both on aspects of the vision 
introduced above in complementing each other: Relay-based wireless mobile broadband systems [4] are developed in 
WINNER as a promising candidate for wireless networks of the fourth generation (4G). Corresponding to the 
definition from above, such a relay-based system can be regarded as a composite network when multiple RATs are 
designated for its operation as outlined in Section II. The different RATs of the WINNER system are referred to as 
modes. The modes define similar radio interfaces tailored for specific communication environments. The efficient 
realization of different WINNER modes in a single device requires adaptability and touches thus the aspect of 
reconfigurability. Reconfigurable devices and supporting system functions such as reconfiguration management and 
over-the-air download of software components are the key objective of E2R.  

This article focuses on the multi-mode reference architecture for a flexible 4G radio interface. Therefore, the 
efficient realization of multi-mode protocols with the help of a generic protocol stack is introduced in Section III. The 
separation of protocol software into generic and specific parts is the basis for the multi-mode protocol reference 
architecture discussed in Section IV. Optimized switching between modes and coexistence of different modes is 
realized with the help of a hierarchical management structure on the level (i) of the complete protocol stack and of (ii) 
a single layer as discussed in Section V. Additionally, the realization of a flexible radio interface based on generic 
protocol functions of the Data Link Layer (DLL) is illustrated. A proof of concept and its evaluation are presented in 
Section VI at the example of relay-based 4G networks and IEEE 802.16 (WiMAX).  

In the following, the term “multi-mode” may be equivalently substituted by “multi-standard”, “multi-protocol” or 
“multi-system” and the term “layer” implicates a “sub-layer”. 



II. COMPOSITE RECONFIGURABLE RADIOS IN RELAY-BASED 4G NETWORKS 
Relay-based wireless mobile broadband systems that provide a contiguous coverage in densely populated urban 

areas can serve as a prototypical example of potential 4G systems. Depending on the multi-mode capability of the 
network elements, different deployment scenarios can be identified as depicted in Fig. 1. The network elements related 
to the radio interface of a relay-based system are namely the User Terminal (UT), the Relay Node (RN) and the 
Access Point (AP). APs offer a high capacity in a relatively small coverage area. RNs have the advantage of 
distributing this high capacity available at the AP into a larger region. RNs cost-efficiently extend the coverage of a 
single AP to areas originally not covered by this AP. The capacity of the fixed link between AP and RN can benefit 
from antenna gain, spatial diversity and the exploitation of heavy shadowing through high spatial frequency re-use.  

For the sake of simplicity we limit in our illustrations of Fig. 1 the available modes to two ( here: 1 and 2). In the 
case of single-mode network elements the relay-based system has a classical multi-hop architecture as depicted in 
scenario (I.) of Fig. 1. In a wireless feeder scenario (II.), the RN simultaneously uses different modes of the radio 
interface for the RN-AP link and the UT-RN link respectively. These modes are preinstalled and used in a 
complementary way. Thus, corresponding to the definition from above, the RN can be regarded as a composite radio. 
Scenario (III.) additionally introduces a composite AP: The AP uses one mode for the relay link and a different mode 
for providing services to UTs. An additional third mode might exist to provide a highly reliable low bit-rate link 
between the AP and RN for signaling purposes (as for instance the Radio Resource Management (RRM)). The same 
stands for the AP-RN link in the composite radio network scenario (V.) where all network elements are multi-mode 
capable. Such a composite radio network allows an efficient fulfillment of capacity and QoS requirements and implies 
a joint RRM, inter-mode scheduling and self organization as discussed later. The reconfigurable network scenario 
(VI.) of dynamic configurable network elements with protocol reconfiguration and over-the-air software downloads 
leaves the scope of this article but is nevertheless facilitated through the multi-mode protocol reference architecture 
discussed below. 

III. GENERIC PROTOCOL STACK FOR EFFICIENT MULTI-MODE CAPABLE PROTOCOLS 
This section introduces the idea of a generic protocol stack for efficiently realizing multi-mode capability in 

communication protocol software on conceptual level. Its implementation is introduced in Section VI. 

A. Rationale 
The basic idea of a generic protocol stack is that all communication protocols share much functional commonality. 

This commonality can be exploited to build an efficient multi-mode capable wireless system. The term “generic” can 
be substituted in the following by “common” and “general”. Our key objective is to gather these common parts in a 
single generic stack. The generic parts are specialized in following particular requirements of a targeted mode (also 
referred to as RAT) and depicted in Fig. 2. The targeted advantages of this concept are: code/resource sharing and 
protocol development acceleration through reusability, maintainability and runtime reconfigurability. 

A key rationale of the reference architecture for multi-mode protocols proposed in this article is the separation of a 
layer into specific and generic parts. The term generic is used by multiple authors with different knowledge 
backgrounds. This leads to dissimilar or even contradictory understandings of genericity. In taking the realization of a 
protocol stack out of generic and specific parts into account genericity becomes a software engineering problem of 
generic programming [5]. Generic programming can be defined as “programming with concepts”. A concept implies 
here a family of abstractions that all have a common set of requirements. The main effort in generic programming, 
especially in the design of generic software components, is the definition of these requirements. They have to be 
general enough to be met by a large family of abstractions but still restrictive enough to guarantee an efficient 
operation. Balancing the trade-off between general usability and implementation effort is therefore crucial for the 
success of separating complex protocol software into generic and specific parts. 

As depicted in Fig. 2, generic parts can be identified in different aspects in the context of communication 
protocols: 

• Architecture and composition of a protocol stack, as highlighted in Section IV 

• Functions fulfilled by a layer that imply a certain behavior, as discussed in Section V 

• Data structures: Protocol data units or information structures used for communication between peer-entities of 
a layer 

• Protocol framework: Common rules for communication, as for instance the structure of a Medium Access 
Control (MAC)-frame (e.g. sequence and duration of broadcast, downlink and uplink phase) 



• Management of a layer and protocol stack 

These five characteristics of genericity form, together with mode-specific parts, a system specific protocol stack. 
An efficiently designed multi-mode capable stack is realized in adding management functions to take care of 
composition and parameterization of mode-independent and mode-specific parts. This ensures modes convergence, 
which is introduced in the next section in taking up the composite radio paradigm (in using modes in a complementary 
way). The introduction of additional reconfiguration management and related functions [6] leads to a dynamic 
reconfigurable protocol stack. 

B. Related Work on Protocol Design 
From the software engineering perspective, there are in general two possibilities to realize a generic protocol stack: 

(i) Parameterizable functional modules and/or (ii) inheritance, depending on the abstraction level of the identified 
protocol commonalities. The focus of this article is on the modular approach, as introduced in [7], while the 
inheritance-based approach is in considered in [8]. The combination of both approaches is promising to fulfill all 
requirements of protocol reconfigurability. A generic link layer for multi-radio transmission diversity and multi-radio 
multi-hop networking is discussed in [9]. This can be seen as a use case for the generic protocol stack elaborated in 
this article. However, not only the link layer protocols but also higher layer functions as for instance the control and 
management of the radio resources as well as mobility have to be considered in a multi-mode capable network. The 
concepts presented here are applied in [10] for a framework for implementing protocol layers. This approach is based 
on functional protocol units to efficiently support the design of a multi-mode protocol layer in the context of wireless 
communication. A similar concept is proposed in [11] for a non-layered, role-based design and implementation of 
fixed network protocols. 

C. Separation of Protocol Stack into Generic and Specific Parts 
The reference architecture presented in this section is based on the widespread perception that radio interface 

protocol functions can be divided into two sets of functionalities: 

I. Mode-/System-specific functions: These are protocol functions that are unique to a certain kind of radio 
interface mode and can not be found in any other mode. Examples for such mode-specific functions are the allocation 
of a dedicated physical resource and parameters for adapting a mode to the local communication environment. 

II. Generic (common) functions: In protocol standardization “generic” functions are not fully specified and 
have to be enriched by specifying missing parts. This view is extended here: In our context, the “generic” functions are 
assumed to be an identified set of common (mode independent) functions from a multitude of radio interface modes. 
This means they are “generic” from the viewpoint of the modes, but not from the viewpoint of functionality. These 
functions can be adapted to their utilization in any of the targeted modes through adequate parameterization. They will 
have to rely on additional mode-specific functions to provide the full functionality in a specific protocol layer of a 
specific radio interface mode. An Automatic Repeated reQuest (ARQ) protocol for instance, which provides an error-
free data transfer, is a generic protocol that can be specified as Go-Back-N, Selective Reject or Hybrid ARQ protocol.  

In regarding the generic protocol stack as toolbox of common protocol functions that can be used in specific 
protocol implementations the multitude of protocol functions considered as being generic is increased: It suffices that 
they can be found in at least two protocol modes to be counted as belonging to the toolbox of generic protocol 
functions. This means that the generic protocol stack, when covering more than two modes, also might contain some 
functions that are not used in all modes. 

In general, the degree of commonalities between a set of different radio interface modes is decreasing with the 
number of modes being integrated. The design processes of new radio interfaces can highly benefit from taking the 
proposed reference architecture into account. This results into an increased degree of commonalities between these 
new radio interfaces and thus reduces development and device costs. Consequently, the degree of similarities can be 
improved, when considering multi-mode capability based on genericity during the development and standardization of 
new protocols compared to the common parts of existing protocols for wireless communication.  

IV. MULTI-MODE REFERENCE ARCHITECTURE ENABLING MODES CONVERGENCE  

A. Definition of Modes Convergence 
A relay-based 4G radio access network as introduced above benefits from the multi-mode reference architecture 

proposed here. The reference architecture facilitates the coexistence and the cooperation of different modes in all 
network elements. This efficient integration of multiple such modes shall further be referred to as “Modes 
Convergence”.  



B. Multi-Mode Protocol Architecture 
Fig. 3 illustrates the architecture of a multi-mode protocol stack of a flexible radio interface. Here, two radio 

interface modes (red and blue) are considered. The layer-by-layer separation into specific and generic parts enables the 
efficient realization of a protocol stack for multiple modes. The separation is the result of a design process, here 
referred to as cross-stack optimization. This optimization implies the identification and grouping of common (generic) 
functions. The generic parts, marked green in Fig. 3, of a layer can be identified on different levels, such as the 
Physical (PHY), MAC and Radio Link Control (RLC) as shown in the figure. The generic parts are reused in the 
different radio interface modes of the protocol stack. All generic parts together are regarded as generic protocol stack. 
The composition of a layer out of generic and specific parts is depicted in Fig. 3.  

The composition and reconfiguration of a layer is performed by the (N)-Layer Modes Convergence Manager ((N)-
MCM). The protocol modules of generic functions are exemplarily depicted in Fig. 3: Some of them are reused in a 
layer and/or additional functions are taken from the toolbox of common protocol functions from the generic protocol 
stack. The Radio Resource Control (RRC) on the control-plane and the RLC on the user-plane are generic to the layers 
located above. Each mode has an individual management-plane. The cross-stack management of different modes 
completes the reference architecture for multi-mode protocols. It connects the management-planes of the individual 
modes with the help of a Stack Mode Convergence Manager (Stack-MCM). The Stack-MCM and (N)-MCM 
exchange in a hierarchical order data between two modes. The switching between modes and the coexistence of 
several modes is performed by the Stack-MCM. The (N)-MCM enables the composition of a layer out of different 
parts as depicted in Fig. 3.  

Concrete, the (N)-MCM manages a single layer and has the following tasks and responsibilities, which are 
introduced in the next section: 

• Layer composition and reconfiguration: Arranging functionalities and setting mode-specific parameters 

• Protocol convergence: Integrating different modes in one protocol layer, also allowing coexistence and 
cooperation of modes 

• Data preservation and context transfer: Facilitating seamless switching between modes 

Furthermore, the convergence between mode-specific protocol stacks is realized through the Stack-MCM implying 
implicitly the following functions:  

• Joint Radio Resource Management: Radio resource coordination between different modes 

• Inter-mode scheduling 

• Self-organization: User data flow routing and autonomous forming of a network  

The reconfiguration-plane located, in Fig. 3 besides the management-plane, is not considered in this article. The 
Stack-MCM realizes the reconfiguration of the protocol stack from one mode to the other and provides services to the 
reconfiguration plane. The reconfiguration plane contains all functions related to reconfiguration management [6] as 
for instance the security aspects of reconfiguration and software download as well as the communication of the 
reconfiguration capabilities of a device. 

C. Functions of Stack Modes Convergence Manager  
1) Joint Radio Resource Management 

The functions of the user- and control-plane are administrated by the RRM. The RRM can be done centralized or 
decentralized and the RRM decisions are executed by the RRC of the corresponding modes. The RRM can assign 
multiple modes to one specific data flow. The RRC provides status information about the mode-specific protocol stack 
in a generic data structure to the RRM of the multi-mode protocol. In case of a (semi-) centralized coordination of 
radio resource allocation, this generic information structure about the status of the different modes of the protocol 
stack can be transmitted to the coordinating device for enabling an adequate decision. The RRM of a single multi-
mode device may also support the coordination with neighboring devices as for instance a coordination across APs. 

2) Inter-Mode Scheduling 
The Stack-MCM, as intermediator between modes, performs inter-mode scheduling among different modes, as 

illustrated in Fig. 3. Contrary, the scheduling inside a mode between logical/transport channels is done in MAC-g or 
RLC-g of the mode’s protocol layer. The inter-mode scheduling considers the dynamic scheduling of different user 
data flows over multiple modes. The scheduling strategy can for instance be based on the modes’ interference 
situation. This requires a cross-stack optimization in providing information directly from the PHY the MAC or 



RRC/RRM depending on where the decision is made. This information about the quality of the radio link is again 
provided in a generic information structure. 

3) Self-Organization 
The envisaged communication system is able to autonomously decide about its radio resource allocations under 

consideration of the local environment. This implies for instance the adequate selection of frequencies used for 
transmission or the forwarding of user data packets. The radio resource is selected under consideration of interference 
avoidance with other radio systems. Further, the optimized spectrum utilization coordinated with neighboring radio 
systems of the same technology is taken into account. This can also be related to efficient multi-hop relaying 
depending on the selected deployment scenario. The self-organization comprises plug-and-play scenarios of breaking 
down and installing additional devices in an operating communication system. The Stack-MCM has to support the 
addressed functionalities in activating for instance different modes to provide information about the interference 
situation or the topological role of devices in reception range (if it is acting as a RN or AP). 

V. MODES CONCERGENCE IN A PROTOCOL LAYER 
The introduced hierarchical management structure differs between the complete stack and single protocol layer. 

The counterpart of the Stack-MCM (complete stack) is the (N)-MCM (single layer). It exists once in each layer and is 
introduced in this section. 

A. Functions of (N)-Layer Modes Convergence Manager  
1) Protocol Convergence 

The convergence of multi-mode protocol stacks has two dimensions: First the convergence between two adjacent 
layers, in the following referred to as vertical convergence as it is known from the user-plane of the IEEE 802.16 
protocol stack [12]. Second the convergence between layers located in the different modes of the protocol stack that 
have the same functions: In the following referred to as horizontal convergence. The generic protocol stack, managed 
by the (N)-MCM as introduced above, enables both the horizontal as well as vertical protocol convergence. 

From the perspective of higher layer protocols the multi-mode protocol stack is transparent on the user- as well as 
on the control-plane as depicted in Fig. 4. Thus, generic parts terminate the stack towards higher layers. The vertical 
convergence of the (N)-MCM implies the adaptation of the packet data protocols to the specific mode, as for instance 
the conversion of an IP datagram in compressing the IP-Header. 

2) Layer Composition and Reconfiguration 
The separation into generic and specific parts requires an administration when taking the switching between modes 

into account: The common generic parts of the old mode need to be adapted for being reused in the new mode of the 
protocol stack. We assume that the generic parts of a layer exist permanently and are to be reconfigured and/or 
recomposed by the (N)-MCM corresponding to the characteristics of the targeted new mode. This assumption implies 
a module-based composition concept of the generic parts as introduced in [7] and [10]. The composition and 
configuration of the layer out of generic and specific parts is done by the (N)-MCM. 

3) Data Preservation and Context Transfer 
The communication between two modes and the mapping between generic and specific parts of a mode is done by 

the (N)-MCM (inside a layer) and the Stack-MCM (in case of a transfer between modes). The switching between two 
modes can be optimized in transferring the data from the old mode to the new mode. A user-plane protocol is able to 
reuse status information and protocol data in the generic part after switching to another mode. Therefore, an extension 
of the protocol into the control-plane is required although it performs only user-plane tasks. Depending on the status of 
the related protocol parts, the data transfer is referred to as data preservation or context transfer as illustrated in Fig. 3. 
If the generic part is reconfigured and recomposed the data needs to be preserved, i.e., adapted, to the new mode. In 
the case of a deletion of the old specific/generic part the data transfer is named context transfer. This implies data 
preservation for the new mode. 

B. Composition of Layer from Specific and Generic Parts 
Fig. 4 illustrates the general structure of a protocol layer conforming to our reference architecture from above. It is 

assumed that the functionality inside a layer is always composed out of generic and mode-specific parts. These parts 
jointly provide the modes’ services of the layer via SAPs. Modes can also coexist temporarily or permanently. The 
specific SAPs of a layer are defined via the currently used mode or set of modes. This does not preclude the possibility 
that SAPs of different modes can be accessed by higher layer entities in a common way, as visualized by L(N) SAP-g.  



The composition and reconfiguration of the layer is done by the layer-internal (N)-MCM, which resides in the 
management plane. It is the layer’s counterpart of the Stack-MCM as introduced above. The (N)-MCM enables a (N)-
layer to provide multiple modes and makes functionality of one or several modes available. Additionally, the (N)-
MCM serves as a reconfiguration handler in each layer of the radio interface’s protocols.  

C. Generic Protocol Functions as Parameterizable Modules 
The generic protocol stack implements common functions based on modules as introduced above. These common 

protocol functions get their system-specific behavior based on parameterization. Once specified, these modules can be 
repeatedly used with different sets of parameters reflecting a specific communication system. The modules of generic 
protocol functions form together with system-specific modules a complete protocol layer, as depicted in Fig. 4. The 
communication inside a layer is performed by employing generic service primitives and generic Protocol Data Units 
(PDUs) [7], which are also considered as being a part of the generic stack according to Fig. 2. 

D. Generic Protocol Functions of Data Link Layer 
As the architecture of most modern communication protocols cannot be entirely forced into the classical layered 

architecture of the ISO/OSI reference model, it is rather difficult to identify similarities and attribute these to specific 
layers. Therefore, this article deepens the level of examination in the search for similarities and considers fundamental 
protocol functions. Though these protocol functions mainly correspond to the DLL as defined in the ISO/OSI 
reference model, they can be found in multiple layers of today’s protocol stacks [7]. The following functions of the 
DLL are considered as being part of the generic protocol stack: 

• Error handling with the help of Forward Error Correction or ARQ protocols as for instance Send-and-Wait 
ARQ, Go-back-N ARQ or Selective-Reject ARQ  

• Flow control 

• Segmentation, concatenation and padding of PDUs 

• Discarding of several times received segments  

• Reordering of PDUs 

• Multiplexing/De-Multiplexing of the data flow, as for instance the mapping of different channels 

• Dynamic scheduling 

• Ciphering 

• Header compression 

First examples for the composition of specific layers out of these modular protocol functions and the related 
performance evaluation were published in [7]. 

E. Parameterization of Functional Modules 
Parameterization implies here not only specific values, as for instance the datagram size of a segmentation module, 

but also a configuration of behavior and characteristics of a module, as for instance the concretion of an ARQ module 
as a Go-back-N ARQ protocol with specified window sizes for transmission and reception. This implies as well a 
configuration of the modules’ interface to the outside. The parameterization of functional modules can imply (i) a 
specification of certain variables, (ii) the switching on/off of certain functionality/behavior and (iii) an extension of the 
module’s interface to the outside. 

At the example of an ARQ module, the parameterization implies among other things: 

• ARQ protocol characteristic, for instance Go-Back-N ARQ or Selective-Reject ARQ 

• Transmitter or/and receiver role 

• Receive and transmission window size 

• Fixed, variable (TCP) window length or open/shut mechanism (GSM Logical Link Control (LLC)) 

• Timer value, after that a packet is assumed to be lost 

• Connection Service: inexistent (UMTS RLC), separated for each direction (IEEE 802.11 - CSMA/CA with 
RTS/CTS), 2-way handshake (GSM LLC) or 3-way handshake (TCP) 



• Use of Negative ACKnowledgments (NACKs) 

Taking the example of the segmentation/reassembly module, the parameterization implies: 

• Use of concatenation 

• Use of padding, i.e., filling up of the PDU to reach a certain size 

• Transmitter or/and receiver role 

• Buffer size for Service Data Units concatenated in a single PDU 

• Size of PDU after handling 

• Behavior in case of error, i.e., interworking with ARQ module  

The introduced ARQ module and its usage in different RATs is described and analyzed in detail in [7]. 

VI. PROOF OF CONCEPT - TOWARDS CONVERGENCE OF IEEE 802.16 AND WINNER DATA LINK LAYER 
PROTOCOLS 

In this section, we estimate our multi-mode architecture’s capability of accommodating complementary radio 
interfaces. We consider a scenario where the Stack-MCM composes and configures the user-plane of the DLL for the 
operation in two modes. The RATs of the considered modes are (i) IEEE 802.16 (WiMAX) [12] and (ii) a relay-based 
4G broadband system [4] as currently envisaged by the WINNER project. As above discussed, the WINNER system 
concept itself also envisages operation in different modes. These WINNER modes are mainly characterized through 
combinations of duplex- and multiple access-schemes and related frame timings. However, due to the strongly aligned 
design process (in applying our reference architecture) these modes already exhibit a high degree of commonalities, as 
reasoned in Section III. Therefore, two modes without a common design process were chosen here for our comparison 
and proof of concept. 

Fig. 5 describes the composition of the WiMAX and WINNER DLL user-planes out of a set of mode independent 
and mode-specific functions according to the software framework1 presented in [10]. The used functions are here 
further subdivided into two different classes according to Section III.C:  

The common, system-independent functions are marked as light green boxes. They are taken from the toolbox of 
generic protocol functions presented in Section V. The mode-specific functions are colored as red and blue boxes 
respectively. For the two systems in this comparison case, the mode-specific functions include: 

• Service Classification of outgoing data, where IP addresses and Type of Service have to be mapped on mode-
specific connection or flow identifiers and QoS classes. 

• System-specific handling of acknowledgement PDUs in the WiMAX DLL (AckSwitch). 

• Service Level Control (SLC) in the WINNER DLL, dealing with, e.g. per-hop addressing, QoS control and 
selection of physical layer mode in the case of WINNER-internal multi-mode operation. 

• Scheduling and timing functions that perform the actual mapping of data flows onto physical resources (in 
WINNER terminology: Resource Scheduler (RS)). It should be noted that it is possible to look at these 
functions at a higher level of granularity, again identifying commonalities, e.g. with regard to scheduling 
algorithms, as already mentioned in Section V.D. 

The mode-specific functions are the only modules that definitely have to be replaced when a change between 
modes is performed. According to the requirements of the target mode, some of the mode-independent functions could 
be removed or added. Some functions may undergo a change of their parameter set, but their essential functionality 
remains the same. The change of the parameters is the responsibility of the (N)-MCM that manages the respective 
protocol layer (see Fig. 3). 

When assessing the efficiency of this approach, the main parameters to be measured are (i) the degree of generic 
protocol functions taken from the toolbox and (ii) the degree of commonalities between different modes of operation. 
A simple and straightforward counting exercise yields that in the WiMAX case, 75% functions employed in the DLL 
are taken from the toolbox of generic protocol functions, while in the case of the WINNER radio interface’s DLL, 
even 82% of the functional modules are generic, in case all optional functions are included. When concerning the 

                                                           
1 The FlowSeparator function appearing in Fig. 5 is an implementation detail in the context of this software framework. It exceeds the scope of 
this article but is shown for the sake of completeness. 



layered ARQ concept envisaged in WINNER, it is interesting to note that a reuse of functions is even possible inside 
one mode, which is another indicator for the implementation efficiency of the toolbox approach. This is also backed 
up by the number of protocol functions common to both modes (here at least 8). Investigations published in [7] have 
shown that protocols like the 802.11 DCF can also be composed from our toolbox of protocol functions with relative 
ease. 

VII. CONCLUSION 
The introduced multi-mode protocol reference architecture facilitates the structuring of an arbitrary layer into 

generic and specific parts. In providing guidance for understanding this structuring it marks up optimization potential 
in questioning the necessity of indicated differences. In this way, an increased protocol convergence is reached 
enabling an efficient multi-mode protocol stack for future wireless systems. The proposed reference architecture is 
applied in the development process of the WINNER system.  

Relay-based wireless mobile broadband systems are set into the perspective of composite reconfigurable networks. 
Candidate functionalities of a flexible protocol stack are identified and a proof of concept including an evaluation is 
given. The introduced evaluation shows a high degree of function reuse and thus indicates the implementation 
efficiency of the proposed concept. The resulting flexibility has a deep impact on the design process and 
standardization of future communication protocols.  
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Figure 1. Deployment scenarios of relay-based wireless mobile broadband systems characterized through the different usage of two radio interface 
modes (here: 1 and 2). 
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Figure 2. UML diagram of the generic protocol stack in the context of protocol multi-mode capability and reconfigurablility.  
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Figure 3. The multi-mode protocol reference architecture, facilitating switching between modes (inter-mode handover) and coexistence of modes (relay 
node connecting different modes). A cross-stack management is supported by the Modes Convergence Manager of a layer. 
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Figure 5. Proof of concept: Convergence of IEEE 802.16 (WiMAX) and WINNER data link layer protocols. 


