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Abstract - Broadband wireless networks will be a key
feature of future communication technology. Mobilizing the
services and applications used from desktop PCs is the next
logical step in enhancing the Internet. But especially video
streaming services burden wireless networks with resource
consuming tasks. Due to this reason the realization of high
quality streams is hard to achieve through wireless LANs.

Especially in dense populated urban areas WLAN sys-
tems suffer from shadowing and propagation effects which
limit the coverage range and performance. A complete
illumination in such environments with broadband access
is not achievable. Moreover areas of good coverage will
interchange with regions of only rudimentary or even no
wireless access. This heterogeneity in network performance
causes a lot of problems for streaming services. Usually they
require a fixed certain level in bit rate. Although streaming
protocols in the future will be adaptable to varying band-
width the quality reduction if often not acceptable. Buffering
techniques which are already employed on today’s protocols
may partly solve the problem but only more sophisticated
approaches, namely Smart Caching, will fully succeed.

Smart Caching is a technique to overcome the problems
caused by the diverseness of available radio bandwidth. Its
purpose is to maximize resource utilization in regions of
broadband access and to live on buffered data in periods of
low network performance or broken connections. For video
streaming services this implies that a sufficient amount of
data is stored in the user terminal to bridge even longer areas
without reception. The optimization of user data caching and
transport is the main functionality of Smart Caching.
Keywords - Smart Caching, Video Streaming, Heteroge-
neous Wireless Networks.

I. INTRODUCTION

Video streaming in wireless networks has the problem that
the required bandwidth of the stream and the offered data
rated of the network seldom fit together. The major objective
is to transfer as much data as possible to the end device so
that the user can continue watching the stream even if no
connection is currently available. Hence, it is necessary to
optimize the download rate especially under heterogeneous
network conditions [1]. However, for broadband wireless
networks it exists the drawback that the capacity of the

link is, under perfect conditions, much higher than the usual
end-to-end connection in the Internet. In such situations the
wireless transmission is thwarted by the backbone. On the
other side the core network can deliver data much faster than
the average throughput in the wireless network is. So in this
case packets would pale up in front of the wireless link. Both
aspects Smart Caching make use of.

For video streaming this means that either the user termi-
nal is close to the access node and has a good reception so
that the video traffic just constitute a fraction of the overall
throughput. Or the end device is far away or in a shadowed
area so that almost the whole resources of the access node
are necessary to carry the required data volume.

Such a situation is depicted in Figure 1. A mobile user
is traversing an urban environment. Although several access
nodes cover the scenario the user often gets into shadowed
regions. Since he is consuming a video stream it is important
to buffer sufficient amount of data to bridge these gaps in
radio coverage.

Fig. 1
Application Scenario for Smart Caching enhanced Video

Streaming

The Smart Caching approach follows the aim of buffering
user data at the edge of the core network. This data can be
used to fully exploit the wireless link in periods of good
channel conditions. Contrary to that at phases of worse
condition the data can be buffered and used as supply for
later transfer.



Thus, it is possible to fully exploit the wireless network
as always enough data in the reservoir, namely the Smart
Cache, is available which is dedicated for transmission.
Furthermore the throughput of the network is increased as
no idle periods or resources emerge anymore and the overall
performance is maximized. The decoupling of cabled and
wireless links by Smart Caching is the key idea of this
approach.

Smart Caching is also suitable for other services like file
transfer or advanced prefetching of data. Nevertheless due
to the caching of data it suffers higher delays than legacy
approaches so that it is only applicable to services with weak
delay constraints. Bidirectional services or conversational
applications are not in the focus of Smart Caching.

II. SMART CACHING

The idea of Smart Caching rests upon the separation of
the server - client connection into sections of cabled and
wireless hops. The Smart Cache at the edge of the core
network is the buffer which absorbs data currently cannot
be forwarded and provides it to fully use up bandwidth at
periods of perfect link condition.

Smart Caching is independent of the underlying transport
protocol. The hops between server, Smart Cache, and client
can employ all types of legacy IP and transport protocols.
The interrelation of the different entities which are involved
in a Smart Caching enabled scenario are depicted in Figure 2.
A full overview is given in [2].
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Fig. 2
Smart Caching Architecture

Client and server are the usual communication partners
used from today’s video streaming applications. Between
them resides the Smart Cache which receives the data from
the server, stores it for a while and forwards it finally to the
client node. The caching of the data and the separation of the
end-to-end connection makes it necessary to terminate the
ingress data path in the cache. The data packets have to leave
the transport layer and are transferred to a caching entity. The
organization of the cache itself is not of further relevance for
the analysis and therefore not discussed. It can be seen as a
simple first come first serve buffer which perfectly fits in the
later queueing analysis. Finally, depending on the available

resources the packets are forwarded to its destination, the
client node.

The Smart Cache itself is separated into three sub entities.
The caching server is responsible for retrieving the data out
of the storage and sending it to the actual communication
client. For this an active request of the communication
partner is necessary, as otherwise the server is not informed
by which link and access node the data should be forwarded.

At the beginning of each communication session the client
requests a video stream from a server somewhere in the
Internet. Contrary to typical systems the data packets are
not routed directly to the client but take a detour through
the Smart Cache. At this node the packets are received be
the caching client sub entity which hands them over to the
actual storage. From this buffer the packets are retrieved and
forwarded by the server sub entity when an actual client
request is pending.

As long as the connection is available the data is for-
warded to the client. If the wireless link is broken due to a
handover or because the user has left the coverage area of
the wireless network no more packets are requested and the
delivery is held.

Not affected by this is the filling of the Smart Cache
through the first intersection. As soon as the client termi-
nal reaches a new coverage zone and has re-established a
connection to the network a location update is send to the
Smart Cache together with the request for new data. Now
not only the actual incoming packets but also on top of it
the cached data is forwarded to the client. Hence, as long as
packets are available in the buffer the bandwidth exploitation
of the wireless link can be optimized.

Obvious in this setup is the imbalance between manage-
ment overhead on the first subsection between server and
Smart Cache compared to the wireless hop. Most of the man-
agement traffic is restricted to the latter hop. Therefore the
reaction on changing link conditions and broken connections
is much easier to control and latency times are minimized.
Furthermore protocol overhead will be kept away from the
backbone network.

Nevertheless the data which is stored at the edge of the
wired network has to be accessible from several network
nodes otherwise a reuse of data is not possible. If the data
is buffered directly at the AP the user could leave the
corresponding cell and the data would be lost. Only if the
user would return in the same cell he could reuse the already
buffered data. Thus, it is necessary to combine all APs of a
certain area by one Smart Cache. Than it is possible to reuse
the data even if the current WLAN cell is left. As soon as
another cell is reached the data can be directly downloaded
form the Smart Cache instead of requesting it again from
the server.

The grouping of a certain amount of APs to a cluster can
even be extended to other wireless communication systems.
The integration of UMTS like systems is easy to achieve.
Especially if IP Multimedia System comes into play and the



core network traffic is handled by the IP protocol. Thus, it
is possible to install the Smart Cache on IP level so that a
rerouting of data is very easy achievable.

III. SYSTEM MODEL

For the further evaluation of the Smart Caching approach
queueing theory is applied. The Smart Cache itself is seen as
a first come first serve queue which stores the packets before
they are forwarded to the final destination. The wireless link
between WLAN Access Point (AP) and user terminal is
modeled by the processor of the queue. The current size
of the queue in this model reflects the number of cached
packets and the service rate of the queue is the transmission
rate of the wireless communication system. The available
throughput of the system is the arrival rate of the queue as
ingress and egress data rate of a queueing system are always
the same. Otherwise the system would get overloaded.

A. User Scenario

For the investigation of Smart Caching the following user
scenario is assumed. A mobile user is moving through a
patchy covered urban environment. The scenario is partly
covered by WiMAX [3] Access Points witch provide broad-
band wireless access. Some regions of the scenario are not
covered with wireless access so that the fractions of coverage
can be varied between 0 and 100%.

Depending on this coverage the distance between two
successive APs is varied so that periods of coverage and
phases of no coverage in between comply with the afore-
mentioned fractions. Here a average user velocity of 1m

s
is assumed. This means that in the case of 50% network
coverage (pcov = 50%) and a coverage range per AP of for
example 50m after a period of 100s network coverage the
connection is interrupted for another 100s before the next AP
is reached. During the idle gap in between all ingress packets
are stored in a Smart Cache which is responsible for all APs
in the scenario. After coming into range of the next access
node these buffered packets as well as the current traffic is
forwarded to the user terminal. Hereby the capacity of the
wireless link can be fully used as enough data is already in
the queue.

The arrival rate of the queue λ has to be calculated from
the packet size and the ingress data rate. As the queue is
based on the assumption that data is handled by chunks
of packet size this conversion is necessary. This has to be
performed as it is a well known fact that packet size has
influence on the delay of information. The packet size is set
to reasonable value of 100 byte.

Together with the utilization of the overall scenario ρ
the parameters λ and coverage pcov can be freely chosen.
However, they are obviously dependencies between each
other, so that the change of one of them affects the other
parameters. For example it holds that ρ ≥ 1− pcov . Even if
no user traffic is transported the queue model is constructed

in such a way that the utilization is always equal to the rate
of no coverage. Therefore the real utilization may only vary
between 1− pcov and one.

The WiMAX radio propagation model is based on free
space propagation with adapted attenuation factor γ. For
urban scenarios the range of coverage is very limited due
to obstacles so that a γ of up to 5 is reasonable [4]. For the
later analysis a less restrict value of 4 is chosen.

The transmission power of the APs is assumed to
100mW . So the maximum range of a WiMAX cell with
that sending power is around 50m where the annulus of the
slowest PHY mode covers approximately 30% of the whole
cell. All relevant data of the PHY modes is summarized in
Table 1.

The fractions of coverage of the overall cell in Table 1 are
used to calculate the path probabilities p1 − pn in Figure 4.

B. Service Time Distribution

The modeling of Smart Caching with an analytic queue
model requires special attention on the service process. The
application of Smart Caching is based on heterogeneous net-
work scenarios with varying link performances. Especially
periods of lost coverage are of special interest. It is of vital
relevance to include all these aspects in the later model.
Due to changing PHY modes in systems like WiMAX the
available transmission rate strongly depends on the link
conditions between AP and user terminal. Assuming an ideal
scenario where users are equally distributed within a WLAN
cell. If the radio propagation conditions into all directions
are almost the same than areas of equal C/I level constitute
concentric circuits. Moreover regions which can use the
same PHY mode forming an annulus. The size of such an
annulus compared to the cell size is the residing probability
of a user to be served by a transmission rate corresponding
to the PHY mode. It is denoted by pPHYi

. Furthermore in
any partly covered scenario there is a certain likelihood pcov

to be within the range of coverage of any AP or outside of
it (pout = 1− pcov).

These facts perfectly fit to the Cox model [5] of a
hyperexponential phase model for the service process. Each
job which enters the server of the queue is distributed to one
of several paths while each path has different average service
rates µi and service time distributions. Service rate as well
as path probability can be deduced from the residence prob-
abilities in the PHY mode annulus and their corresponding
transmission rates.

The likelihood of whether being covered by an access
point or not has to be translated into path probabilities.
Therefore it is important to understand how the absence
of coverage can be modeled by a service time distribution.
It can be solved by extending the service time of the
packet which is in the processor right in the moment the
coverage area is left. The service time is expended to a
value which corresponds to the period of no coverage. This



Table 1
PHY Mode Parameters

Modulation & Coding Scheme Throughput [6] Switching Point [7] Radius Fraction
BPSK 1/2 6.1 Mbit/s 6.4 dB 48.32m 29.2%
QPSK 1/2 12.2 Mbit/s 9.4 dB 40.66m 13.25%
QPSK 3/4 18.6 Mbit/s 11.2 dB 36.66m 25.92%

16QAM 1/2 24.7 Mbit/s 16.4 dB 27.17m 5.92%
16QAM 3/4 37.2 Mbit/s 18.2 dB 24.5m 10.39%
64QAM 2/3 49.7 Mbit/s 22.7 dB 18.9m 2.72%
64QAM 3/4 55.8 Mbit/s 24.4 dB 17.15m 12.58%
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Fig. 3
Coverage and Utilization Interrelation

means that during the distance between two succeeding
regions of coverage the whole time one and the same job,
so called the ”gap packet”, is served and just finished if a
new coverage region is reached. This means that virtually
the processing of queued jobs is stopped. During the whole
gap period the state of the queuing system does not change.
The probability for a packet to use the ”gap path” is denoted
by pgap and the probability to use one of the other WiMAX
paths is pWiMAX = 1− pgap. An overview of the involved
probabilities and there dependencies is depicted in Figure 3.
The period of network coverage is divided in periods where
packets are forwarded and phases when the queue is empty.
Furthermore the server is busy if ”gap packets” are served,
hence if a loss of coverage is modeled. During normal packet
transmission depending on the current PHY mode different
service paths are chosen. Therefore the utilization of the
overall system consists of one part caused by the modeling of
the idle phases (packets are using the ”gap path”) and a real
utilization sourced by simple packet forwarding. Obviously
pout and pgap do correspond in some way but do not have
the same value. Otherwise a wireless network coverage of
50% would imply that half of the packets are served by a
rate complies with the gap between APs. The interrelation
between both factors is given by the utilization

ρ =
λ

µ

of the different paths of the phase model. The utilization of
the lowest path of Figure 4 which reflects the periods of lost
connection must match pout so that the server is the same
fraction of time busy with ”gap packets” as no coverage can
be supplied. This can also be seen from Figure 3.

ρgap =
λpgap

µgap
= pout (1)

The other parameters of Figure 4 are now related to the
residence probability in each PHY mode area. However, the
path probability of the phase model does only reflect the
likelihood that a packet is processed by the corresponding
service rate and is therefore not proportional to the residence
probability. The residence probability denotes the fraction of
time the system operates with one or the other transmission
rate. In the system model this value is given by the quotient
out of path probability and average service rate. So the
fraction of time the server operates with transmission rate
i is given by:

pPHYi
=

pi/µi∑n
k=1 pk/µk

with
n∑

k=1

pk = 1.

The corresponding linear equation system has to be solved
to get the according path probabilities. For the service time
distribution of each separate path negative exponential dis-
tributions with different mean values are chosen. Although
other distributions are also possible analyses have shown
that the distribution of the WLAN paths has only minor
influence of the later results. Relevant for the choice of
the distributions of the gap path is their second moment
as this has some influence on the average waiting time. A
deterministic distribution for the gap path would mean that
the distance between two successive cells is always the same.
As no further assumptions on the behavior of the inter cell
distance is made the negative exponential distribution as it
is of medium variance.

C. Arrival Process

For the arrival process of the incoming packets two
different processes are taken. The first one is the well known
Poisson Process which is widely distributed in queueing
theory. It has special characteristics which allow an easy
derivation of queue parameters like average queue length or
packet delay. A detailed analysis is given in [8]. For further
evaluations secondly a batch arrival process is taken. Here
user data comes in groups of several packets as used from
MPEG streams [9]. This model was basically developed by
Lucantoni and the main results can be found in [10] and [11].
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Fig. 4
Phase Model of Service Time Distribution

In both cases the incoming bit rate has to be packetized. As
in each packet switched network data in broken down in
chunks which have to be transmitted over the link. Each
packet is one job for the queuing network.

IV. RESULTS

The applicability and the benefit of Smart Caching depend
on network parameters like coverage, required data rate and
tolerable packet delay. In the following it is shown how these
parameters depend on each other.

In Figure 5 the required data coverage depending on
the average waiting time is shown. For smaller waiting
times better network coverage is necessary. The less tolerate
an application is to delay and latency the more network
coverage is necessary. Delays less than a couple of seconds
of course always require an unbroken network connection.
But such kind of services is not in the focus of Smart
Caching. It is also shown which influence the average data
has on the curves. For higher average throughput rates the
dependency between coverage and waiting time weakens.
The closer the value gets to the maximum available data rate
of a WiMAX cell (under the given assumptions) the smaller
is the change in the coverage value. This can be explained
by the fact that for higher data rates the most of the delays
is caused by gaps in the Network connection so that less
restricted delay constraints have only a minor impact on the
parameters.

This is also second by Figure 6. Here the required cover-
age is shown as function of the average data rate. All curves
with the different delay constraints meet in the same point.
Rates of 21.8 Mbit/s which is the maximum value in the
given scenario require 100% network coverage irrespectively
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Influence of average Waiting Time on required Coverage

Portion

of any waiting time requirements. But for smaller data rates
it is of course of interest which average packet delay is
assumed. As already seen in the previous figure small delays
require high network coverage even for small bit rates. But
on the other side for services which may tolerate longer
waiting times the required coverage can be much reduced
even for high bit rate services.
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Required Coverage depending on assumed Traffic Load

Another advantage of Smart Caching is illustrated in
Figure 7. Here the relative impact of the variance in bit rate
of the traffic source is shown. Usually the delay of packets
is seriously influenced by the type of the arrival process.
Pure Poisson arrivals usually have a much smaller delay than



services with higher variances in the interarrival time. The
more regular packets arrive the better the performance of the
queueing system and therefore of the network. To investigate
which impact this has on Smart Caching two scenarios are
compared - firstly a Poisson stream which is often used for
such purposes and secondly a batch arrival stream which has
a much higher variance in the interarrival time. The relative
difference between the waiting time of both models is shown
in the Figure. The more Smart Caching is employed, which
occurs for smaller coverage ratios, the less influence has a
turbulent arrival process.

Due to the buffering of arriving packets any irregularity
in interarrival periods is smoothed and in some cases com-
pletely removed. So if almost all packets are buffered before
they are transmitted to the user terminal only the average
data rate is of interest and no other parameter of the arrival
process have to be considered.
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V. SUMMARY AND CONCLUSIONS

For the employment of video streaming services in future
heterogeneous wireless communication systems applications
like Smart Caching are necessary to increase performance
and user convenience. By Smart Caching it is possible to
overcome problems caused by patchy network coverage and
variance in link performance. It is stated how Smart Caching
fits into future wireless communication systems. Such en-
abled networks will provide much improved performance
for unidirectional and non real-time services. Especially
for video streaming applications like IPTV or Video on
Demand [12] the new approach is extremely suitable.

The queueing model for the analysis of Smart Caching
gives a good possibility to assess the capacity of the new

approach. For finding the trade off between network cover-
age, available average data rate and packet delay the analytic
model can be used. The dimensioning of smart Caching
enabled wireless networks can be based on these results.
It was shown that full wireless broadband network coverage
is not required for video streaming services and that the
employment of Smart Caching therefore can decrease de-
ployment costs of new network setups. In the analysis it was
shown that Smart Caching has specific boundaries inherited
of the scenario preferences which cannot be crossed. It was
shown that packet size and therefore variance of the arrival
process have only minor impact on the overall performance

The applicability of Smart Caching as a possibility to
improve the performance of future heterogeneous network
structures could be verified. The analytic method will allow
the easy and fast adaptation of the model towards new
network architectures and communication protocols.
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