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This paper describes and evaluates

the application of Radio Resource Management (RRM)
mechanisms within the UMTS Terrestrial Radio Access
Network (UTRAN) environment. The main focus herein
is the Time Division Duplex (TDD) mode since it offers
the flexibility required by the proposed algorithms. Sim-
ulation scenarios and traffic models are discussed. The
system performance is evaluated by different combina-
tions of channel allocation, scheduling, multiplexing on
shared radio channels, and call admission strategies.��������� �������
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I. INTRODUCTION

Established cellular mobile network operators and sev-
eral newcomers entered the UMTS market recently and in-
vested immense cost and effort to become a licensed partic-
ipant in the 3G market. The main promise of UMTS is its
ability to provide not only speech and simple data commu-
nications but also high data rate multimedia services [1].

One of the main tasks for the UMTS Terrestrial Radio
Access Network (UTRAN) operators is the fair and efficient
distribution of their expensively auctioned spectrum to the
different groups of users to offer advanced services expected
by the future markets. The characteristics of Code Division
Multiple Access (CDMA) have to be taken into account to
achieve optimal spectrum efficiency and system capacity.
This paper evaluates the management of the UTRAN re-
sources, so-called Resource Units (RU). A single RU repre-
sents the combination of one CDMA code in one timeslot at
one frequency [2].

The first phase of UMTS based on 3GPP “Release’99”
[3] is currently emerging in Japan and provides speech, low
data rate Internet and simple data traffic. The increasing
demand for multimedia communications will draw the fo-
cus on highly flexible systems with a wide range of capa-
bilities to share the allocated spectrum taking into account
the asymmetry of the offered services. Whereas speech ser-
vices can be easily handled by the Frequency Division Du-
plex (FDD) operation mode with symmetric Uplink (UL)
and Downlink (DL) capacity, multimedia data might require
the Time Division Duplex (TDD) operation of UTRAN to
fulfill the various requirements of all connections in each
radio cell.

This brings about the need to have intelligent resource
control and managing algorithms in UTRAN radio network
controllers. This paper describes Radio Resource Manage-
ment (RRM) routines for application in UTRAN. Simula-
tion results of simple strategies for managing voice and data
traffic in micro-cellular networks are presented. The re-
mainder is organized as follows. Sec. II introduces RRM
mechanisms and their application in UTRAN. In Sec. III
the simulation environment and relevant parameters of the
traffic models are described. Sec. IV contains simulation
results and Sec. V concludes the paper.

II. RADIO RESOURCE MANAGEMENT

RRM describes several ways of controlling and manag-
ing the scarce radio resources of a mobile network. In the
following, a brief introduction to three basic RRM methods
is given. The focus of this paper in the following is the TDD
mode of UTRAN.

A. Channel Allocation

In Fixed Channel Allocation (FCA) strategies, the chan-
nels (or radio resources more general) are assigned fixed to
radio cells. Moreover, all radio resources in one cell are
supposed to offer the required transmission quality. Care-
ful network planning is mandatory for this purpose. Either
available channel in one cell can be assigned to a connection
by random selection from the pool of resources and remains
fixed until call ending. The system therefore is unable to
react flexibly with the varying capacity demand of the users
within each cell. There is no mechanism to improve the cur-
rent transmission quality by rearranging the radio resource
allocation. Moreover, FCA cannot assign varying asymmet-
ric capacity to UL or DL transmission since no shifting of
the TDD switching point in the radio frame can be handled.

In CDMA mode of UTRAN all users share all available
resources simultaneously, which results in a cluster size of
one for FCA (all resources are available in each cell). To
improve FCA, channel measurements are considered when
searching for a new channel so that the Least Interfered Re-
source (LIR) will always be allocated. With this mecha-
nism, a dynamic behavior of channel allocation sets in since
resources already in use at neighbouring cells can be iden-
tified and remain unused. However, since this state differs
in each subsequent radio frame, this basic attempt would
affect mostly the beginning of a connection. Simulation re-



sults can be found in [4] for a macro-cellular environment
and in [5] for the micro-cell urban environment.

One proposed Dynamic Channel Allocation (DCA)
scheme for UTRAN operates decentralized and bases on
interference measuring [6]. In terms of Quality of Service
(QoS), the DCA tries to guarantee that resources being al-
located have appropriate level of interference according to
each service type’s requirements in order to avoid link fail-
ures and keep Bit Error Ratio (BER) constraints. Addition-
ally, the DCA is able to reconfigure the allocation in the
radio frame so that after elementary changes (e.g. a call
ending, handover), resources can be redistributed to other
connections where otherwise QoS constraints might be vio-
lated.

B. Call Admission Control

To avoid system overloading, an intelligent Call Admis-
sion Control (CAC) should be applied when a traffic mix-
ture with different call priorities has to be served. UTRAN
foresees various types of services initiated by different types
of users willing to pay different amounts of money. Hence,
differentiated CAC seems appropriate [7].

Two different criteria responsible for the for CAC deci-
sion are to be mentioned. Firstly, CAC can operate based
on interference measurements. In this context, not only the
measurements in the own cell, but also predictions of inter-
ference in neighbouring cells are of interest [8]. A new call
will be refused by the system if either the interference in the
own cell or an interference level in any neighbouring cell
exceeds a predefined threshold. Secondly, the criteria for
CAC can be derived from the current load situation. Using
this strategy, a new call is only admitted to the system if the
load at the currently allocated Base Station (BS), e.g. the
fraction of occupied RU in a UTRA TDD frame, is below a
threshold. The two strategies are illustrated in form of flow
charts in Fig. 1.
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Figure 1: Interference or load based call admission control
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Figure 2: Scheduling with shared radio channels

C. Scheduling

Scheduling algorithms become necessary for packet
switched services in communication networks. A schematic
overview of a scheduler is illustrated in Fig. 2. This kind of
scheduler makes use of the statistical multiplexing gain of
shared radio channels. A common channel in the air inter-
face is alternately assigned to different users depending on
certain scheduling criteria based on different priorities for
the user’s data. Furthermore, filling states of queues, wait-
ing times of packets already queued in, or simply a Round
Robin algorithm may determine which data stream will be
connected to the radio channel [9]. With this method, QoS
constraints such as delay or throughput requirements can be
fulfilled.

Scheduling along with data processing can be improved
to assign multiple scheduler switches to constant sized ra-
dio channels or by allowing a variable bit rate transmission
by changing the radio channel setting, e.g. the number of
RU available on this physical channel. A combination of
packet scheduling with DCA can improve throughput and
data quality as the best channel is always chosen for the
most urgent data packets waiting at the scheduler input.

Hence, the interface between scheduler and channel al-
location instance has to be quite close. An allocation re-
quest has to be signaled to the channel allocation algorithm
as soon as

� the waiting times for packets in all queues exceed a cer-
tain delay (taking into account the capacity of the cur-
rently allocated channels),� the throughput per service drops below a threshold.

On the other hand, the shared channels have to be freed as
soon as possible if

� the filling state of all queues drops below a certain thresh-
old,� the throughput per service exceeds a pre-defined limit.

To fairly share the commonly used radio channels, the
scheduler should assign the resources to the connection
which QoS parameters are the worst. The decision whether
a new channel is needed or an allocated channel could be
released depends on the overall state of the scheduler input
queues.



III. SIMULATION PARAMETERS

Simulation Environments The large simulation scenario
is a Manhattan-like urban model [10]. The block size mea-
sures 200 m � 200 m with streets of width 30 m in between
giving a simulation area of 7.142 km � . In this scenario, the
inner six BS are evaluated and the others generate additional
traffic and interference in order to have realistic conditions
in the center of the scenario. A smaller scenario with only
12 BS is created to examine RRM algorithms more closely
and to reduce computational effort. Fig. 3 illustrates the
scenario settings.

Propagation Model In the Manhattan scenario, the
pathloss calculations fall into three categories. The first case
is when there is Line-Of-Sight (LOS) between the Mobile
Station (MS) and its associated BS. Here, the pathloss for-
mula for free space �! #"%$'&)(�*,+.-0/1 is used, where 2 is the
wavelength of the transmitted radio signal and 3 the distance
between MS and BS.

The second case is when there is one building corner
between MS and BS of a Non-Line-Of-Sight (NLOS) con-
nection. The recursive formula specified in [10] is used to
obtain the pathloss value.

In the last case when there are two corners between MS
and BS, a fixed value of 220 dB is assumed for the ease of
calculations. The recursive formula can be used for more
accuracy in the pathloss value. However, the increase in
accuracy does not significantly contribute to the result of the
simulation, since the pathloss values for propagation around
multiple corners are even higher.

Mobility Model Streets are divided into segments, con-
nected together by intersections. Pedestrians travel along
the streets at a velocity of 3 km/h and users in vehicles are
considered 30 km/h. When a mobile arrives at an intersec-
tion, the probabilities of moving towards a new direction
are 50 % forward, 25 % turning right, and 25 % turning left.
Along the edges of the scenario, there are 3-way intersec-
tions instead of regular 4-way intersections. In this case, the
turning probability is set to 50 % for either available contin-
uing road. In the situation where a mobile reaches a corner
of the scenario it will proceed on to the other road element
connected to that corner.

Radio Parameters Tab. 1 summarizes the basic radio
specific parameters concerning the physical layer settings
and conditions.

Interference The total of interference originated from
all participants within a radio network impairs radio trans-
mission more severely than the background noise. There-
fore, systems are evaluated with respect to their current Sig-
nal to Interference Ratio (SIR) whereby the impact on trans-
mission errors of the two parts–noise and interference–is
similar since they are treated as a certain amount of addi-
tional uncorrelated noise.

Area 1: 2560 x 2790 sqm
60 Base stations

12 Base stations
Area 2: 860 x 860 sqm

Figure 3: Manhattan-like urban simulation scenarios

Table 1: Radio parameters of simulated UTRA-TDD

Parameter Value

Frequency 1900-1905 MHz
Transmission chip rate 3.84 Mcps
TDD frame duration 10 ms
Number of time slots 15
Number of codes per slot 16
Spreading factor 16
Modulation QPSK

Max. BS transmit power 42 dBm
DL dynamic range 20 dB
Max. MS transmit power 36 dBm
UL dynamic range 80 dB

Prop. coefficient 2.0
Min. pathloss 42 dB
Shadowing mean 0 dB
Shadowing std. deviation 10 dB
Background noise -102 dBm

Power Settings In CDMA systems, Power Control (PC)
algorithms are mandatory for the operation of radio com-
munications [11]. Nevertheless, joint detection is applied
in TDD mode and PC can be seen as a method to reduce
inter-cell interference in the network. Since no clustering
and thus channel grouping is necessary in CDMA systems,
PC greatly improves the system capacity.

Circuit Switched Traffic Source Circuit switched speech
connections are characterized by Poisson arrivals of calls
with a mean call duration of 465�7 Speech  98:"%$ s. To provide
an 8 kbps connection, two RU are needed for each speech
connection–one in UL and one in DL.

A speech connection is alternating between active and
silent period times (see Fig. 4). Both, active and silent times,
are negative exponentially distributed with mean ;=<?>A@CB)D?E� 
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Figure 4: Traffic model for speech service
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. This results in a channel activity of 50 %.

Each connection carries an amount V Speech of capacity cal-
culated by

V Speech
QXW SpeechY Z (1)

where W Speech is the number of occupied RU per TDD frame.Y
holds the number of available RU per frame. With 15

timeslots and 16 available codes per timeslot,
Y Q\[
]�^

for a single carrier frequency with 5 MHz bandwidth. The
parameters for speech service are summarized in the second
column of Tab. 2.

The traffic will be varied within the simulations in order
to find and determine the system capacity limits of RRM
schemes by adjusting the inter arrival time. Applying traffic
models for the mobiles in which terminals are sometimes
active and sometimes silent, leads to time-varying interfer-
ence situations and capacity demands where hot spot areas
occur randomly on arbitrary locations.

Packet Switched Traffic Source UMTS defines multiple
packet service classes with a wide range of user bit rates and
certain requirements for transmission delay.

Web browsing packet data traffic is characterized to ap-
pear during so-called browsing sessions as illustrated in
Fig. 5. Session call arrivals are modeled by a Poisson pro-
cess similar to the arrivals of speech service calls. During a
session, several packet call requests will be initiated by the
user. The number of packet calls within a session is a geo-
metrically distributed random variable

Y _?` with an average
value of

Y _a` Qcb
. This means, an average of five packet

calls will appear within one session.
The reading time between consecutive packet calls d�e Mgf?h

is a geometrically distributed random variable with meandJe Mgf?hiQkj:[
s. After this pause, a new packet call will be ini-

tiated. The reading time starts after the packet is completely
received and hence, the exact value of d e Mgfah will be gener-
ated after the last transmitted packet is received and triggers
the next packet call.

The average requested file size is l _a` Qmj�[
kbyte spread

over several packets with a mean amount of 480 byte data.
The packets represent elements of web pages requested by
the user. However, this model completely neglects signaling
and acknowledgment traffic as described in [12] and needs
a more detailed implementation for future investigations of
packet data traffic.

In an attempt to estimate the requested capacity of a sin-
gle packet data connection, sessions are considered similar
to speech connections. The duration d.n�o Packet of a complete
session is mainly affected by the reading time between the

packet call
reading

1
Treading

Figure 5: Traffic model for packet data services

packet calls. When neglecting the times of the packet call
phases, it can be calculated by

d n�o Packet pmq
Y _?`sr j:t�u d e Mgfah'v (2)

A single RU is able to carry a certain amount of user’s
data lxwxy . Following the UMTS specifications [3], this will
be approximately 29 byte when spreading with Spreading
Factor (SF) 16 and when no error correction mechanism is
used. The number W _?` of RU used during one packet call
request can be estimated with

W _a` Q l _a`
lxwxy

v
(3)

Furthermore, the overall mean number W e Mgfah of unused
RU during one reading time period which also belongs to
the session is calculated by

WHe M�f?h Q d e Mgf?h
d Frame

u Y Z (4)

where
Y

is the number of RU per frame.
Similar to the presentation in Eq. (1), the parameterW Packet is introduced and the capacity fraction of a single

packet data connection can be calculated by

V Packet
Q W _a` u

Y _a`
W e Mgf?hzu q

Y _a` r j:t|{ W PacketY Z (5)

The parameters for web browsing (WWW) packet data
services are summarized in Tab. 2 also including a File
Transfer Protocol (FTP) single request model [13].

Table 2: Parameters for traffic models

Parameter Speech WWW FTP}
Frame [ms] 10 10 10~

[RU/Frame] 240 240 240~,�.�
- 5 1}��g�A���
- 12 -}��

[s] 120 48 0.64� �.�
[kbit] - 96 256�����
[bit] (SF 16) - 232 232� �.� [RU] - 414 1110� [RU/Frame] 2 0.43 variable�

0.0083 0.0018 �g���
DL:UL asymmetry 1:1 1:0 1:0 or 0:1



IV. RESULTS

Simulation results are obtained using both scenarios
and different traffic mixtures of speech and packet data.
Some important aspects to understand RRM mechanisms in
CDMA UTRAN are presented in the following.

Power Control With the application of an SIR-based PC
with a target level of -10 dB for speech service, interference
is drastically reduced (see Fig. 6). Simulations with a traffic
of 50 and 70 speech users per radio cell (Erlang) in the large
Manhattan scenario are performed. In UL direction, a negli-
gible contribution of inter-cell interference is obtained since
all MS are received far below the background noise level.
Without PC a interference floor of about -55 dB is visible.
On the other hand SIR values are also reduced as illustrated
in Fig. 7. Nevertheless, connection quality with BER � 10 ���
can still be guaranteed (all users have experienced satisfac-
tory QoS).

PC behavior is different in DL since joint detection at the
mobile receivers restricts the dynamic range of the transmis-
sion powers for all connections within one timeslot to 20 dB.
For DL transmission further improvement can be achieved
by intelligent RRM strategies.
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Figure 6: Reduction of interference with PC in UL
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Figure 7: Degradation of SIR values in UL due to PC

Channel Allocation The LIR interference-based chan-
nel allocation is simulated and the achieved decrease of DL
interference is presented in Fig. 8. Remaining is the interfer-
ence at intersections at a distance of 115 m and 330 m from
the BS. The LIR channel allocation algorithm outperforms
FCA especially at low traffic, but also for very high traffic
of 90 Erlang an advantage of LIR can be seen.
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Figure 8: Performance evaluation of LIR allocation with
respect to interference in DL transmission

Asymmetric TDD Frame Configuration In the presence
of a service mix of circuit switched speech and packet
switched web browsing traffic, an adaptation of the frame
configuration to the offered traffic asymmetry is advanta-
geous. Fig. 9 illustrates the Satisfied User Criterion (SUC)
[10] versus the offered traffic in percent of the overall ca-
pacity. A nearly symmetric TDD frame with 8 DL and
7 UL slots or an asymmetric frame with 10 timeslots in
DL is configured. SIR-based PC with targets -10 dB for
speech and -7 dB for packet, and LIR channel allocation is
applied within these simulations. Simulation environment
is the small Manhattan scenario.
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Figure 9: Satisfied user statistics for traffic mixture with 2/3
speech and 1/3 packet data traffic with symmetric and asym-
metric TDD frame configuration



The degradation of the SUC is mainly caused by blocked
connections or failed trials to reconnect to a BS after a read-
ing period. The analytically derived Erlang blocking prob-
ability for restrictions due to 7 UL timeslots (112 RU) and
5 UL timeslots (80 RU) is plotted additionally. Speech ser-
vice SUC evaluation is in line with the analytical results.
Traffic mixture with 2/3 speech and 1/3 packet data in DL
is obviously managed superior with a matched TDD frame
configuration. Approximately the same system capacity as
for speech only is achieved with the 10:5 DL:UL setting.

Throughput of Packet Data According to the SUC, a
packet data user is satisfied if he gets at least 10 % of the
required throughput as an active session throughput [10].
For the Unconstrained Delay Data (UDD) service with
384 kbps, an active session throughput of 38.4 kbps means
satisfactory QoS.

The probability density function of throughput in DL
presented in Fig. 10 is obtained with a scheduler parame-
terization to guarantee 46 kbps throughput so that all users
admitted to the network have sufficient SUC. Overall of-
fered traffic with 2/3 speech and 1/3 packet data is varied from
50 % to 80 %. Lower throughput values result only from
not completely filled RU (remaining packet size is less than
29 byte). On the other hand, some packet connections have
been refused by the network or aborted as no RU were avail-
able after the idle reading period.
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V. CONCLUSION

Radio resource management issues for UMTS are dis-
cussed and simulation results about managing circuit and
packet switched traffic on the CDMA air interface are pre-
sented. The TDD mode offers flexibility for adaptation to
various traffic mixtures and intelligent algorithms for dy-
namically allocating resources can be applied.

With the application of optimized power control and
joint detection, call admission control seems unnecessary
in TDD mode and the available capacity will be the physi-

cal limit. Dynamic channel allocation can improve interfer-
ence behavior. Remaining is the need for intelligent packet
scheduling algorithms to be applied. An algorithm based on
current transmission quality parameters is proposed.

VI. ACKNOWLEDGMENT

The authors would like to thank Prof. B. Walke and
M.P. Althoff of ComNets for their support and friendly ad-
vice to this work. The contributions of B. Wegmann and
E. Schulz of Siemens AG, Germany, are highly appreciated.
The authors are also grateful to the help of R. Pabst and
M. Fu at ComNets, RWTH Aachen.

VII. REFERENCES

[1] H. Holma and A. Toskala, WCDMA for UMTS. Chichester,
UK: John Wiley & Sons, 2000.

[2] B. Walke, Mobile Radio Networks. Chichester, UK: John
Wiley & Sons, 1999.

[3] 3GPP, “Technical Specification, UMTS Release ’99,” tech.
rep., 3rd Generation Partnership Project, June 2000.

[4] B. Wegmann, “Performance Evaluation of Channel Assign-
ment Algorithms for UTRA-TDD,” in 3Gwireless’2000 –
IEEE Int. Conference on Third Generation Wireless Commu-
nications, San Francisco, USA, June 2000.

[5] I. Forkel, T. Kriengchaiyapruk, B. Wegmann, and E. Schulz,
“Dynamic Channel Allocation in UMTS Terrestrial Radio
Access TDD Systems,” in Vehicular Technology Spring Con-
ference (VTC), Rhode Island, Greece, May 2001.

[6] T. Kriengchaiyapruk and I. Forkel, “Dynamic Allocation of
Capacity in UTRA-TDD Systems,” in Second Int. Confer-
ence on 3G Mobile Communication Technologies (3G), Lon-
don, UK, Mar. 2001.

[7] C. Adjih, P. Jacquet, and P. Robert, “Differentiated Admis-
sion Control in Large Networks,” in Infocom 2000, Anchor-
age, Alaska, USA, Apr. 2000.

[8] I.-M. Kim, B.-C. Shin, and D.-J. Lee, “SIR-Based Call
Admission Control by Intercell Interference Prediction for
DS-CDMA Systems,” IEEE Communication Letters, vol. 4,
pp. 29–31, Jan. 2000.

[9] F. Raji et al., “Scheduling Performance for UTRA TDD
Mode,” in European Personal Mobile Communications Con-
ference, Vienna, Austria, Feb. 20–22 2001.

[10] ETSI, “TR 101 112, Selection Procedures for the Choice of
Radio Transmission Technologies of the Universal Mobile
Telecommunication System UMTS (UMTS 30.03),” tech.
rep., European Telecommunications Standards Institute, Apr.
1998.

[11] I. Forkel, P. Seidenberg, R. Pabst, and G. Heidelberger, “Per-
formance Evaluation of Power Control Algorithms in Cellu-
lar UTRA Systems,” in Second Int. Conference on 3G Mobile
Communication Technologies (3G), London, UK, Mar. 2001.

[12] E. Anderlind, “A Traffic Model for Non-Real-Time Data
Users in a Wireless Radio Network,” IEEE Communications
Letters, vol. 1, pp. 37–39, Mar. 1997.

[13] V. Paxson, “Empirically-Derived Analytic Models of Wide-
Area TCP Connections,” IEEE/ACM Transactions on Net-
working, vol. 2 (4), pp. 316–336, Aug. 1994.


