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Universal Mobile Telecommunication System
(UMTS) as a 3rd generation mobile telecommuni-
cations system is designed to provide mobile In-
ternet access to the user. In this paper, theWorld
Wide Web(WWW) browsing session as one mobile
data service application is examined for performance
analysis by simulations. A WWW traffic model is
presented as the basis of a WWW load generator.
This traffic load generator integrated into an event
driven, bit accurateUMTS Radio Interface Simula-
tor (URIS) is presented. The simulator is based on a
detailed implementation of the standardized UMTS
protocol stack extended by theTransmission Con-
trol Protocol (TCP) and theInternet Protocol(IP).
Simulation results of quality of service parameters
like delay and throughput depict the performance of
mobile Internet access over UMTS. Of special con-
cern is the interaction of TCP retransmissions with
theRadio Link Control(RLC) Automatic Repeat Re-
quest(ARQ) mechanisms.

1 Introduction

In the context of exponential growth of the Internet
market, growing demand of data services is also ex-
pected for mobile users. Third generation mobile ra-
dio networks likeUniversal Mobile Telecommunica-
tions SystemUMTS will provide data services with
higher data rates than presently available in second
generation cellular systems. UMTS will support bit
rates of up to 144 kbit/s in rural areas, 384 kbit/s
in hot-spots and up to 2 Mbit/s in indoor scenarios.
Hence, the mobile Internet access will be one of the
key services which should guarantee a successful
start of UMTS operation.

This paper will investigate the performance of
World Wide Web(WWW) browsing sessions over
UMTS from the mobile user point of view. Due to
the nature of radio access systems different condi-
tions namely limited bandwidth, higher delays and
error rates at the radio interface have to be taken into
account compared to fixed network access. Thus, a
modeling of the WWW traffic as well as the UMTS
radio interface is mandatory for performance evalu-
ation purposes.

First, WWW browsing session traffic characte-
ristics are outlined and mapped with identified pa-
rameter sets on a WWW traffic model. The traffic
model is the basis for a WWW load generator which
was developed by [3]. Following, the UMTS radio
interface simulation environment calledUMTS Ra-
dio Interface Simulator(URIS) is presented. This
event driven, bit accurate simulator models the
UMTS air interface protocol stack in accordance
with the UMTS protocol specifications of Release 4.
The performance evaluation considers the detailed
UMTS protocol implementation as well as the traffic
load generation for WWW browsing sessions inclu-
ding Transmission Control Protocol/Internet Proto-
col (TCP/IP) modeling. Thus, it is feasible to present
the performance of a TCP application in an unreli-
able mobile environment with higher error rates con-
cerning its packet retransmission interaction on TCP
and on radio link control level. Simulation results
will show which performance in terms of quality
of service parameters a mobile user will experience
while surfing the Internet.

Following this introduction, Sec. 2 gives a de-
scription of the WWW browsing session and the
used protocols. Furthermore the WWW traffic ana-



lysis and the traffic modeling are described here.
Sec. 3 presents the used simulation methodology and
the simulation environment. Sec. 4 and Sec. 5 il-
lustrate the modeling of the TCP/IP andRadio Link
Control (RLC) protocols. Performance evaluation,
simulation results and discussion is done in Sec. 6
and Sec. 7. The paper concludes in Sec. 8 with a
summary.

2 WWW Traffic Model

Surfing the Internet is a WWW browsing session
which is running on the TCP/IP protocol stack. A
WWW traffic model is necessary for simulative exa-
minations of the performance of data services of mo-
bile radio networks. In the following, model parame-
ters of a WWW application and its mathematical de-
scription for generating protocol specific traffic are
presented.

Related documentation can be found in [2, 5, 10].
The main part of the later implementation is based
on the work of [2, 3].

A typical WWW browsing session consists of a
sequence of page requests. These pages contain a
number of objects with a dedicated object size each.
During a page request, several packets for each ob-
ject may be generated which means that the page
request constitutes of a bursty sequence of packets.
The bursty-ness during the page request is a cha-
racteristic feature of packet transmission. After the
page has entirely arrived at the terminal, the user
is consuming a certain amount of time for studying
the information. This time interval is called reading
time. Hence, the following must be modeled:

• Session arrival process: The arrival of session
set-ups to the network is modeled as a Poisson
process. It is important to note that this process
only generates the time instants when a session
request begins and is independent of the session
termination,

• Session length is modeled implicitly by the
number of page requests during the session,

• Number of page requests per session,

• Reading time between page requests: The rea-
ding time starts when the last packet of the page
request was completely received by the user.
The reading time ends when the user makes a
request for the next page,

• Number of objects within a page request,

• Inter arrival time between objects,

• Size of an object.

Tab. 1 gives an overview of the distributions and
their parameters describing the WWW traffic model.

3 UMTS Radio Interface Model

For this study, the simulation tool URIS was devel-
oped. This simulation environment is used to in-
vestigate, optimize and develop features of the ra-
dio interface protocol stack. In addition, it offers the
opportunity of capacity and quality of service eval-
uation by simulations of various scenarios. The si-
mulator is a pure software solution in the program-
ming language C++. The simulation model is imple-
mented with the help of a powerful C++ class library
which was developed by the Chair of Communica-
tion Networks and is called theSDL Performance
Evaluation Tool Class Library(SPEETCL) [12].
This generic, object oriented library is well suited
for telecommunication network simulation purposes
and can be used in event driven, bit accurate simu-
lation environments. The UMTS protocols at the ra-
dio interface enhanced by a TCP/IP protocol stack
were specified with theSpecification and Descrip-
tion Language(SDL). To generate an executable out
of the SDL phrase notation and the C++ library, a
SDL2SPEETCL code generator is used.

UTRA 3UE 3
UE 2 UTRA 2

Physical Channel

Traffic Load MixtureTraffic Load Mixture

Speech WWW Speech

User Equipment 1

SDL Environment

SDL SystemSDL System

UTRA 1

WWW

Figure 1: Structure of the URIS Simulator

The software architecture of the URIS simulator
is shown in Fig. 1. Up to now, the simulator con-
sists of various traffic generators and a traffic load
mixture unit which is used to adjust scenarios with
desired load mixtures. The physical channel mo-
dule models transmission of bursts in radio frames



WWW Parameter Distribution Mean Variance

Session Arrival Rate [h−1] negative exponential 2.0 —
Pages per Session geometric 20.0 —
Reading Time between Pages [s] negative exponential33.0 —
Objects per Page geometric 2.5 —
Inter Arrival Time between Objects [s] negative exponential0.5 —
Page Request Size [byte] normal 1136.0 80.0
Object Size [byte] log2-Erlang-k log2 2521 ≈ 11.3 (log2 5)2 = 5.4

Table 1: Model Parameters of WWW Browsing Session

on the radio interface. This includes discarding of
erroneous bursts depending on the error model.
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Figure 2: URIS SDL System Structure

The core of the simulator are the modulesUser
Equipment(UE) andUMTS Terrestrial Radio Ac-
cess(UTRA) which are built formally similar. Each
single UE and UTRA is represented in URIS as an
SDL system which contains the protocol implemen-
tation of the layers. Fig. 2 gives an overview of the
protocol structure in a generic SDL system.

The complex protocols likeMedium Access Con-
trol (MAC), RLC, Packet Data Convergence Pro-
tocol (PDCP) andRadio Resource Control(RRC)
based on UMTS Release 4 and TCP,User Datagram
Protocol (UDP) and IP are specified in SDL. Each
layer is represented by an appropriate SDL block
which contains the layer specific processes. Usual
simulator approaches model protocols and functions
on basis of abstractions and simplifications. The aim
of URIS is a detailed, bit accurate implementation
of the standardized protocols. This offers the oppor-
tunity to determine the performance of UMTS in a
realistic manner.

Since SDL offers object oriented programming
properties, they were used to build a generic protocol
stack in conformance of the OSI reference model.
Each URIS SDL system follows the inheritance tree
shown in Fig. 3.

FDD
stUmtsUTRA

TDD
stUmtsUTRA

FDD
stUmtsUE

TDD
stUmtsUE

stUmtsUTRA stUmtsUE

stUmts

stOSI

Figure 3: URIS SDL Inheritance Tree

All system types are derived from a base system
type calledstOSI. This base system type includes all
methods and functions to build up a protocol stack
including the layers. The generic structure of each
layer is shown in Fig. 4. The base system type in-
cludes manager/entity concepts andService Access
Points (SAP) as well as the handling and proces-
sing of Interface Data Units(IDU), Protocol Data
Units (PDU) andService Data Units(SDU). The
layer specific procedures are mapped on the entities.

Each SDL system inherits the members of the
base type, redefines them or adds new ones. The
SDL system typestUmtsincludes blocks, processes,
procedures and signal definitions that are common to
all UMTS radio interface nodes, i.e. UE and UTRA.
Functionality which is specific to UE or UTRA is
contained within the respective derived system type,
e.g.stUmtsUEandstUmtsUTRA.

The advantage of the object oriented concept is
greater flexibility when functionality of the whole
system or a subtree is edited. All changes will au-
tomatically be available in derived types.
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Figure 4: Generic URIS SDL Layer Structure

4 TCP/IP Protocol Suite

The modern Internet is mainly based on TCP and
IP. In order to provide Internet services to the mo-
bile user, the TCP/IP protocol suite has to be adapted
to the UMTS protocols. The UMTS radio interface
protocol stack offers this functionality by providing
the PDCP.

TCP provides overlying protocols with a reliable
connection. The following services are offered:

• Retransmission of lost packets,

• Recovery from out-of-order delivery,

• Flow control.

The TCP implementation realized in URIS is
based on the so called “Reno” TCP stack and uses
the following flow control mechanisms:

• Slow start and congestion avoidance,

• Fast retransmit and fast recovery,

• Delayed acknowledgments,

• Selective acknowledgments [4, 9].

The SDL model of the transport layer is shown
in Fig. 5. The transport layer offers TCP and UDP
and bypasses circuit switched data like speech traf-
fic. Every TCP or UDP session is handled by a de-
dicated entity.

IP is a connection-less and unreliable protocol that
operates on a best-effort basis. This means that IP
packets may be lost, out-of-order or even duplicated
without IP handling these situations. This has to be
done by higher layers. In URIS, the IP protocol im-
plementation currently performs data encapsulation.

The SDL model of the network layer is shown in
Fig. 6. The network layer bypasses circuit switched
data like speech traffic. Every IP session is handled
by a dedicated entity.

UDP Manager

UDP EntityTCP Entity

TCP Manager

TL Handler

UDP−SAP

ENV−SAP

CS−SAPTCP−SAP

Figure 5: SDL Model of the Transport Layer
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Figure 6: SDL Model of the Network Layer

5 Radio Link Control Protocol

The RLC realizes segmentation and retransmission
services for both user and control data. Fig. 7 shows
the structure of the RLC layer as it is laid out in [1].

AM UM TR AMTR UMUM TRUMTR

UM: Unacknowledged Mode

AM: Acknowledged Mode

Layer

RLC

MAC

Data

logical channels (BCCH, PCCH, CCCH, SHCCH, CTCH, DCCH, DTCH)

Transmitting Side Receiving Side

Radio Interface

Transmitting Side Receiving Side

User Equipment UTRAN

TR: Transparent Mode Acknowledgments

Transport

Figure 7: RLC Structure according to 3GPP 25.322

The RLC protocol provides three different data
transfer services to the adjacent layer:

• Transparent data transfer service mode(TR),

• Unacknowledged data transfer service mode
(UM),

• Acknowledged data transfer service mode
(AM).



The TR mode is an unidirectional service typi-
cally used for broadcast or paging services, where
it is not necessary to guarantee an error-free trans-
mission. A use for transmission of streaming data
(e.g. audio or video) is also feasible, especially if
real-time transmission is more important than error
reliability. A dropping mechanism prevents delivery
of already expired PDUs.

The UM is an unidirectional service typically used
for streaming applications (streaming class) where it
is not necessary to guarantee an error-free transmis-
sion. Voice over IP (conversational class) is also a
feasible service conveyed by the UM. The UM trans-
mits higher layer data packets without guaranteeing
delivery to the peer entity. By using a sequence-
number check function in the receiving entity, the
UM is capable of detecting missing RLC PDUs,
but error recovery is not performed. A dropping
mechanism prevents transmission of already expired
PDUs.

The AM transmits higher layer data packets with
guaranteed delivery to the peer entity. Therefore, it
is mainly used for traffic of interactive class or back-
ground class type.Automatic Repeat Request(ARQ)
mechanisms are applied for correction of transmis-
sion errors. It is possible for higher layers to request
a transmission confirmation from the AM. A Go-
Back-N ARQ has been implemented as a first ap-
proach for AM. Segmentation and reassembling as
well as concatenation are fully implemented as spe-
cified in [1].
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Figure 8: SDL Model of the RLC Layer

6 Simulation Scenarios

The main parameters concerningQuality of Ser-
vice (QoS) which are affected by RLC and TCP/IP,
are delay and throughput. Two measurements were
made during the simulations:

1. Packet Delay: Time from sending a traffic load
packet to the layer until correct reception of the
packet by the traffic load receiver,

2. Packet Throughput: Size of the traffic load
packet divided by the packet delay. The
throughput is given in bytes per second [byte/s].

Simulations of a WWW browsing session run-
ning on TCP/IP in RLC UM or RLC AM were
executed. The cumulative distribution function of
the measured packet delay and the complementary
cumulative distribution function of the measured
packet throughput have been calculated. Measure-
ments have been made for increasing block error
rates from 0% up to 10%. For a better understan-
ding of the WWW simulation results, additional si-
mulations with aConstant Bit Rate(CBR) were ex-
ecuted. Tab. 2 shows the parameters of RLC and
TCP/IP used for these simulations.

7 Simulation Results

The results of the simulations are given in Fig. 9.
As can be seen a minimum delay is always present,
caused by the constant transmission delay of the
physical layer. Block error rates of 0% represent the
ideally achievable throughput. The throughput is not
limited by the underlyingDedicated Channel(DCH)
since the offered load is always less than the channel
capacity. For the CBR scenario a minimum of four
sessions is always active which results in a source bit
rate of 25.6 kbyte/s.

Parameter Value Value
Traffic Generator CBR VBR
Session Arrival Rate [h−1] 10 2
Session Data Rate [kbyte/s] 6.4 Tbl. 1
TTI Length [s] 0.01 0.04
DCH Capacity [kbyte/s] 600 260
RLC TxWinSize [PDU] 1024 1024
Max. PDU Retransmissions 40 40
Status Prohibit Timer [s] 0.01 0.01
Poll Timer [s] 0.5 1.0
Discard Timer [s] 10 10
Max. TCP Segment [byte] 512 512
Max. TCP Window [kbyte] 16 16
Min. TCP RTO [s] 3 3
Max. TCP RTO [s] 64 64
Block Error Rate [%] 0, 1, 3, 5, 10

Table 2: Simulation Parameters



0

0.2

0.4

0.6

0.8

1

0 2 4 6 8 10

P
(<

=
 D

ow
nl

in
k 

D
el

ay
)

Downlink Delay [s]

Block Error Rate = 0%
Block Error Rate = 1%
Block Error Rate = 3%
Block Error Rate = 5%
Block Error Rate = 10%

(a) CBR Packet Delay with RLC UM

0

0.2

0.4

0.6

0.8

1

0 10000 20000 30000 40000 50000 60000 70000

P
(>

=
 D

ow
nl

in
k 

T
hr

ou
gh

pu
t)

Downlink Throughput [byte/s]

Block Error Rate = 0%
Block Error Rate = 1%
Block Error Rate = 3%
Block Error Rate = 5%
Block Error Rate = 10%

(b) CBR Packet Throughput with RLC UM

0

0.2

0.4

0.6

0.8

1

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4

P
(<

=
 D

ow
nl

in
k 

D
el

ay
)

Downlink Delay [s]

Block Error Rate = 0%
Block Error Rate = 1%
Block Error Rate = 3%
Block Error Rate = 5%
Block Error Rate = 10%

(c) CBR Packet Delay with RLC AM

0

0.2

0.4

0.6

0.8

1

0 10000 20000 30000 40000 50000 60000 70000

P
(>

=
 D

ow
nl

in
k 

T
hr

ou
gh

pu
t)

Downlink Throughput [byte/s]

Block Error Rate = 0%
Block Error Rate = 1%
Block Error Rate = 3%
Block Error Rate = 5%
Block Error Rate = 10%

(d) CBR Throughput Delay with RLC AM

0

0.2

0.4

0.6

0.8

1

0 2 4 6 8 10

P
(<

=
 D

ow
nl

in
k 

D
el

ay
)

Downlink Delay [s]

Block Error Rate = 0%
Block Error Rate = 1%
Block Error Rate = 3%
Block Error Rate = 5%
Block Error Rate = 10%

(e) VBR Packet Delay with RLC UM

0

0.2

0.4

0.6

0.8

1

0 20000 40000 60000 80000 100000

P
(>

=
 D

ow
nl

in
k 

T
hr

ou
gh

pu
t)

Downlink Throughput [byte/s]

Block Error Rate = 0%
Block Error Rate = 1%
Block Error Rate = 3%
Block Error Rate = 5%
Block Error Rate = 10%

(f) VBR Packet Throughput with RLC UM

0

0.2

0.4

0.6

0.8

1

0 0.5 1 1.5 2 2.5

P
(<

=
 D

ow
nl

in
k 

D
el

ay
)

Downlink Delay [s]

Block Error Rate = 0%
Block Error Rate = 1%
Block Error Rate = 3%
Block Error Rate = 5%
Block Error Rate = 10%

(g) VBR Packet Delay with RLC AM

0

0.2

0.4

0.6

0.8

1

0 20000 40000 60000 80000 100000

P
(>

=
 D

ow
nl

in
k 

T
hr

ou
gh

pu
t)

Downlink Throughput [byte/s]

Block Error Rate = 0%
Block Error Rate = 1%
Block Error Rate = 3%
Block Error Rate = 5%
Block Error Rate = 10%

(h) VBR Packet Throughput with RLC AM

Figure 9: Simulation Results for Traffic Load Packet Delay and Throughput



7.1 Scenario 1: CBR Traffic on RLC UM
and RLC AM

The RLC UM has been used to evaluate the
performance of TCP’s retransmission mechanisms.
Fig. 9(a) depicts the TCP delay which shows higher
delays with growing packet error rates. It can be
noted that the steps of the curves mark the expi-
ration of a TCPRetransmission Timeout(RTO). In
all simulations a minimum RTO of three seconds
has been used. It is obvious, that the retransmis-
sion mechanism of TCP is far too slow to handle the
heavy packet losses of a radio link. Fig. 9(b) gives
the respective throughput which clearly shows hea-
vily reduced throughput for higher error rates. At a
block error rate of 10% only 35% of the traffic load
packets will achieve a throughput of more than 25.6
kbyte/s which is equivalent to the offered source bit
rate. TCP on its own is not able to provide a reliable
end-to-end connection in a radio based environment.

The RLC AM has been used to investigate the in-
teraction of the TCP protocol with the RLC ARQ.
Fig. 9(c) shows results of the measured TCP de-
lay for several block error rates. The distinct steps
of oneTransmission Time Interval(TTI) length are
caused by retransmissions on RLC protocol level.
As expected, the delay imposed by the TCP proto-
col and the underlying layers increases for higher
block error rates. At block error rates up to 5%,
90% of the packets have a delay of less than 0.15
seconds. Fig. 9(d) shows the respective throughput.
As a result of higher delays lower data throughput is
achieved.

Compared to the RLC UM simulation scenario,
the ARQ mechanism of the RLC AM is far more
quicker and efficient than the TCP retransmission
mechanisms. Due to the heavy packet losses of the
radio interface, packet data services which are error
sensitive should always use the RLC AM.

For a 10% block error rate, the implemented Go-
Back-N ARQ mechanism of the RLC AM is no
longer able to provide sufficient data throughput.
Due to the unnecessary Go-Back-N retransmissions
of correctly received packets even more transmission
errors are caused and congestion occurs within the
RLC protocol.

To avoid unnecessary retransmissions and conges-
tion a Selective-Reject-ARQ (SR-ARQ) mechanism
should be used. The SR-ARQ is currently under
study.

7.2 Scenario 2: VBR Traffic on RLC UM
and RLC AM

The second scenario will present performance re-
sults forVariable Bit Rate(VBR) sources, e.g. the
WWW browsing session. First, results of a WWW
browsing session running over RLC UM are dis-
cussed. Fig. 9(e) shows the measured TCP delay and
Fig. 9(f) the corresponding throughput. Compared to
the CBR scenario, delays of traffic load packets are
higher. This is caused by the bursty nature of WWW
browsing sessions and the flow control of TCP. The
window mechanism of TCP realizes a flow control
where packets have to wait since the send window
is closed. Window waiting times produce additional
delays and lower throughput. In case of CBR this
effect is not mentioned since the TCP send window
will not be closed anytime. Only packet bursts will
cause a closed window. The packet throughput is so
much reduced that a TCP connection at block error
rates of more than 1% is not feasible. Delays and
throughput will cause unsatisfied mobile users wai-
ting too long for WWW pages.

The results for WWW browsing sessions running
over RLC AM are more promising. At block error
rates up to 5%, 90% of TCP packets have a delay of
less than 1.5 seconds (see Fig. 9(g)). The decrease of
throughput (Fig. 9(h)) is acceptable for mobile users
but the guaranteed RLC radio bearer capacity is left
unused since the TCP send window is closed due
to bursty traffic, missing acknowledgments and re-
transmission timeouts.

An interesting effect has been observed at high
loss rates (10%). Due to the heavy losses on the
radio link, the Go-Back-N ARQ mechanism of the
RLC must perform many retransmissions. In the
mean time, the RTO for transmitted TCP segments
expires which leads to a retransmission by the TCP
protocol. In this case, delays get even worse since
data packets will be sent twice on different protocol
layers which increases the traffic unnecessarily. As a
result, duplicate TCP packets will arrive at the TCP
receiver since original packets are delivered by the
RLC ARQ first and second by TCP retransmission.
Resulting duplicate acknowledgments are the reason
why TCP’s fast retransmit algorithm is triggered. By
mistake, TCP assumes congestion and reduces the
throughput which results in unused but guaranteed
RLC radio bearer capacity.



8 Conclusions

This paper presents a simulator concept which can
be used to model the protocol stack and service be-
havior at the UMTS radio interface in a realistic
manner. Due to the detailed and standard related im-
plementation, the simulator can be used to evaluate
the performance to be expected by real systems. In
a second step the simulator can be used to optimize
performance or even to develop advanced protocol
algorithms.

In addition this paper comprises simulative exa-
minations of the performance of WWW surfing over
the UMTS radio interface. The simulation results
show that a WWW session using TCP and the RLC
UM is not feasible to satisfy a mobile user. If pack-
ets are lost the TCP protocol infers that there must
be congestion in the network between the two peers.
In consequence, TCP retransmission leads to a de-
crease of the send window size which results in less
throughput. This assumption is correct in wired en-
vironments but TCP is unable to handle the unreli-
able radio link of mobile users due to the high error
rates and TCP’s slow error handling. Very high de-
lays and small throughput lead to unsatisfied mobile
users. Improvements may be achieved by using the
TCP SACK option which allows the receiver to con-
vey more information about its state to the sender,
thus increasing the efficiency of the retransmission
strategy.

Running a WWW session over a standard TCP
and the RLC AM will be an ordinary scenario during
the introduction of UMTS. First UEs will rely on
standard application solutions which will be adopted
from the fixed world. Hence, TCP will run end-to-
end including the radio interface. This paper shows
that this solution is applicable to satisfy the mobile
user but the performance suffers since TCP mecha-
nisms will not efficiently use the guaranteed QoS
of the UMTS radio bearers in terms of delay and
throughput. It has to be mentioned that effects of
the core network are not included in our simulations.
The overall performance will get worse since TCP as
a end-to-end protocol will experience additional de-
lays and congestion in the core network. The mobile
user will face a reduced throughput and longer wai-
ting times for WWW page downloads than in fixed
networks. This relies on the weak TCP performance
in a mobile environment and can not be influenced
by assignment of radio bearers with higher capacity.
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