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Abstract -- The transmission of capacity requests is one major one of the major problems in this kind of systems [7]. Mainly
problem in wireless LAN at an ATM radio interface. Random ac-  three options have been identified so far:

cess onthe one hand is efficient but cannot guarantee a certainac- 1. piggybacking of capacity requests on uplink data packets
cess delay. Polling on the other hand maintains a short access 5 rRandom Access

delay while introducing a high signalling overhead. We propose a 3. Polling

p.on'ng.SCheme based on th.e nomllnal cellrate (NCR) to reduce the The first option has been proved to be most efficient, but it is
signalling overhead. Our simulations show that our new polling

strategy maintains a low access delay while reducing the over- Iimited at IeaS_t to terminals, which have been assig_ned_ capaci-
head significantly. The polling scheme can be adapted to all kinds tY in the previous frame. The second and third option is used,
of traffic. if piggybacking is not possible, because a terminal just chang-
es its state from idle to active.
I. INTRODUCTION In [8] a splitting algorithm is described, which combines ran-

Medium Access Protocols (MAC) are a key issue for wirelesdom access and polling in an elegant way. One of the key fac-
ATM systems and are characterised by a frame based orgal®tS for the efficiency of this algorithm as well as for a pure
sation of a TDMA channel. A lot of proposals have been madeolling scheme is the estimation of the next arrival of a data
proposing a frame structure as shown in Figure 1 [4], [5], [Gpacket within a terminal. This estimation and its application is
[7], [9]. This type of frame based MAC protocol is the basis fothe main focus of this paper. . _

the HIPERLAN Type 2 standardisation within ETSI BRAN The paper is organized as follows: Section Il describes the de-

[15]. termination of theNominal Cell RateNCR), which can be
used for scheduling as well as for polling. Polling strategies to
< MACFrame o serve CBR and VBR traffic are discussed in Section I1l. An in-
BS-Sig ‘ Downlink Data Uplink Data ‘ Uplink Control troduction to a novel combination of random access and poll-

Figure 1: MAC Frame structure ing using Energy Bursts [3]_ is given in Section IV. Simulation
results to confirm the effectiveness of our proposal are summa-

In [6], a reservation-based medium access control (MAC) Prized in Section V. Finally, conclusions are drawn in Section
tocol for wireless-ATM networks has been proposed whicky|.

can, in some ways, guarantee the quality of service in terms of
allocated bandwidth by first reserving and then scheduling the [I. DETERMINATION OF NOMINAL CELL RATE

rquired resources via a control channel. In that protocol, e Nominal Cell RatéNCR) is the minimum cell rate which
registered wireless terminal (WT), that wants 0 set up a Cofs hecessary to meet the quality-of-service requirements of an

nection, can send a request via an ATM signalling cell to thggaplished VC. The NCR s calculated during connection set-
ATM layer of the base station (BS) or central controller (CC)y 5 time using the parameters given in the traffic descriptor.

When the ATM layer of the BS/CC receives this request celifhe NCR does not change over the whole duration of a con-
it will determine the nominal number of slots and the bUﬁehection.

space required, based on the traffic descriptor in that signalling

cell and the available buffer space in the MAC of the WT. IfA. Traffic Descriptor
the available buffer space is sufficient for the required one ar@enerally
the nominal number of slots required can be covered by t ’
available bandwidth, then the connection is accepted and t
calculated nominal number of slots will be reserved for th ) non-real-time variable bit rate (nrt-VBR)
connection for subsequent slot allocation (see [6] for details ) unspecified bit rate (UBR), and '
the slot allocation). An ATM signalling packet is then senkS) available bit rate (ABR). ’

back to the ATM layer of the WT to confirm the connection.EaCh of these traffic types can be described by a traffic descrip-

Clearly, all the connection setup management is done viaATMr that consists of some traffic parameters and some QoS pa-
signalling cells. rameters

Besides the scheduling algorithm, which has been well achqe traffic parameters in an ATM service may include:
dressed in literature, the transmission of capacity requests is

the ATM traffic can be categorized into five types:
%) constant bit rate (CBR),
real-time variable bit rate (rt-VBR),
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Table 1: ATM Service Category Attributes

ATM Traffic Types

Attribute CBR rt-VBR nrt-VBR UBR ABR
Traffic Parameters:
PCR and CDVT specified optional | specified
SCR, MBS, CDVT n/a specified n/a
MCR n/a n/a | specified
QoS Parameters:
peak-to-peak CDV specified unspecified
maxCTD specified unspecified
CLR specified unspecifie'ii optional
Others:
feedback unspecified | specified
* Peak Cell Rate (PCR) quired, regB.
« Cell Delay Variation Tolerance (CDVT) There are several limiting factors for determining NCR. So far,
e Sustainable Cell Rate (SCR) we have identified three of them, namely,
e Maximum Burst Size (MBS) (a) the maximum cell transfer delay (maxCTD),
¢ Minimum Cell Rate (MCR) (b) available MAC buffer space (avB), and
The QoS parameters in an ATM service may include: (c) the sustainable cell rate (SCR).
* Peak-to-peak Cell Delay Variation (peak-to-peak CDV) burst
* Maximum Cell Transfer Delay (maxCTD) duration maxCTD

e Cell Loss Ratio (CLR)

Details of parameters specified in a traffic descriptor for a par-
ticular traffic type can be found in Table 2-1 of [2]. For ease of
reference, it is reproduced in Table 1.

time
transmission

B. Problem Formulation nominal transmission

: : . . . duration
Given a traffic descriptor¥) of a real-time VBR connection

requested by a WT and the available buffer space (avB) at the-igure 2: Definition of parameters for the nominal cell

WT, rate calculation

(a) determine itdNominal Cell Ratg NCR) and its required )

buffer space (reqB), Limiting factor A: maximum cell transfer delay (maxCTD)

(b) check if the connection can be accepted or rejected, usiHOrder to serve a burst of length MBS without violating the

the calculated NCR and reqB 0,:|1§,_ maxCTD constraint, the NCR must be sufficient high such that
difference between the departure time and the arrival time of

C. Calculation of NCR and reqB for rt-VBR the last cell is less than maxCTD as shown in Figure 2.

From Table 1, the traffic descriptor for real-time VBR traffic! the upper part of Figure 2, a burst of Iength MBS arrives at

is given by PCR. So, the burst duratia  is given by:

D={PCR, CDVT, SCR, MBS, peak-to-peak CDV, maxCTD, MBS

CLR}. g = PCR (EQ 1)

In the following, we will consider a rt-VBR connection setup ¢ o f 2 burst | ‘ d at NCR. H th
request and use some of the above parameters and the availglg]s ransmission ot a burst 1s performed & - nence, the

buffer space, avB, to determine its NCR and buffer space rgpmlnal transmission duratiory, s given by:
o = MBS
N~ NCR
0S_ince the nominal transmission duration must be less than the
sum of the burst duration and the maxCTD, this implies

(EQ2)

1. This task is done at the BS.

2. The bottleneck is considered to be the availability of ban
width in the air.
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TySTg+maxCTD (EQ3) Table 2: NCR and reqgB for various ATM Services

Combining EQ 1, EQ 2 and EQ 3, the nominal cell rate will b -
NCR> MBS PCR (EQ 4) CBR | rt-VBR |nrt-VBR |UBR |ABR
~ PCROmMaxCTD- MBS NCR| PCR | see SCR 0 MCR
Limiting factor B: available MAC buffer space (avB) algorithm
In order to serve a burst of length MBS without overflowing reqB || 0 See a TBD | TBD
the MAC buffer, avB must be sufficient large such that algorithm
avB= (PCR- NCRE*\;I—B'S (EQ 5) a. regB for nrt-VBR is given by the same formula
CR asin EQ9
This implies active terminals.
B In order to reduce the signalling overhead that arises from poll-
NCR= %L—%E—SEEPCR (EQ 6) ing all inactive terminals, it is essential to estimate the arrival
time of new cells in the terminals. The knowledge of the arrival
Of course, EQ 5 is useful only whavB< MBS . time of new cells is necessary to reach the goal of transmitting
Limiting factor C: Sustainable cell rate (SCR) capacity requests only, if they have been recently changed (cp.
In order to ensure the performance of an ATM connection, Figure 3 (2)).
NCR= SCR (EQ7) A. Characteristics of the ATM traffic types

By taking all three limiting factors into account, we have  The describing attribute of CBR type traffic is the determinis-
tic inter-arrival time of ATM cells. But taking into account the

O SCR O cell delay variation, which arises from different delays in the
% E switches of the ATM core network, only statistical values can
0 El _AVBOmper O describe the inter-arrival time.
NCR= max] MBI 0 (EQ 8)
&

0 MesopcR - N ERE RN KN
HPCROmaxCTD MBS

and the MAC buffer space required (reqB) could be obtained @ ‘ f I

from EQ 5 as follows:

MAC frame length E——

time

reqB = max@p, (PCR— NCH EN—BSE (EQ9)
0 PCR

? polling I transmission

Remark: the cell delay variation has not been considered in OUIEigure 3: Reducing the signalling overhead by estimat-
calculation yet. ing the arrival of a new cell

D. NCR and regB for other traffic types \_/BR t_ype traffic is_bu_rsty in nature. Unfortunate_ly_th_e inter-ar-
nr|val time of burst is in most cases non-deterministic and can-
Hot be derived from the parameters given in the traffic
descriptor. So the NCR is used to estimate the inter-arrival
time of bursts.
. POLLING STRATEGIES ABR services_a_re not time-cri_tical and the_refore _the access de-
) ) ) lay for transmitting the capacity requests is not time-critical as
The most simple po_lllng_ strategy in a frame base‘?' MAC P'Q%ell. The NCR for ABR is based on the minimum cell rate
tocol using a combination of piggyback and polling for they,cr) if specified in the traffic contract (see Table 2). Be-
transmission of capacity requests is to poll all inactive termiz \ca of the fact that no quality of service parameters are guar-

nals in every frame. This scheme is very simple and leads R teed to UBR services, no NCR can be computed. Terminals

very low signalling delay, but on the other hand is paid by that run connections with ABR or UBR services only, can be
high signalling overhead (cp. Figure 3 (1)). As long as thE

number of inactive terminals is around ten, the signalling ovefs, <o they are not time-critical. The limiting factor is the buff-

head is acceptable but increases linear with the number of in-

So far, we have only considered the calculation of NCR a
reqB for rt-VBR traffic. The NCR for other traffic types is
more easy to obtain, which are summarized in Table 2.

olled in a cyclic manner with quite long time intervals be-
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er space here. Further research will show a required buffer size
for ABR and UBR and based on it a suitable polling cycle. Ad-
ditionally, random access can be used for these kinds of traffic
types.

B. Priority based Polling Algorithm

Figure 4 depicts the polling algorithm that calculates a priority
P(k, j) for each VC j to determine, whether the VC is polled or
not. The calculation is done at the beginning of a new MAC
frame after the scheduling is performed. The algorithm uses
the number of assigned slots S(k, j) in the current MAC frame
k and theMinimum Poll RateMPR(K, j).

At connection setup, the priority P(K, j) is initialized with the
Minimum Poll Ratgin slots per MAC frame). MPR(kK, j) de-
pends on the MAC frame length as well as on the traffic char-
acteristics of the VC.

The computation and evaluation of the priorities is done one
after the other. So, it is done for VC O first.

If there has been a poll slot assigned to VC j in the last MAC
frame and VC j used this poll slot, the priority P(k, j) is reset to
MPR(k, j) to synchronise the computation of the priority with
the arrival process in the terminal.

The VC used the first assigned poll slot, if no poll slot has been
assigned to VC j in MAC frame k-2 and Poll Slot (k-1, j) has
been used. The P(k, j) is increased by MPR(K, j) and decreased
by the number of assigned slots in the current MAC frame S(K,
)

If the priority exceeds the threshold T, the terminal will be
polled in the current MAC frame.

After the evaluation is done, the calculation of the priority of
VC j+1 is performed until every VC is processed.

In case the number of terminal that can be polled per MAC
frame is limited, the polling strategy has to determine which
terminal is polled and which is not. Because the priorities are
calculated using the MPR, terminals with high requirements
for time-critical handling have high priorities. This makes it
easy to decide which terminal to poll because the terminals
with the top priorities will be chosen first. In the following
MAC frame these top prioritised terminals are ignored and less
prioritised terminals are polled.

C. Parameters for the Polling Algorithm

The priority based polling algorithm, as described above, is
characterized by th®linimum Poll Rate¢MPR) and a thresh-
old T. Both parameters influence each other.

‘ begin of a new MAC frame k

Scheduling

Ciso ]

[ P()) = P(k-1,j) * MPRK, ) |

Poll Slot(k-1, j Yes
used
- P(K, j) = MPR(K, j)
No
P(k, i) = P(k, j)‘ + MPR(K, ) ‘
(P(k,))>T)
AND Yes

(Stk, ) =0)
? poll VCj

| Pk)=P(k))-Skj)+1]

=i +1]

; Yes
j > number of VC

?

No

P(K, j): Priority of VC j in MAC frame k

S(k, j): Number of assigned slots in MAC frame k for VC j
MPR(K, j): Minimum Poll Rate for VC j in MAC frame k

T: Threshold

Figure 4: Priority based Polling Algorithm

We propose the following two ways to determine Mi@imum  Cell Rate(SCR). So, the SCR can be used to set\figimum
Poll Rate Both, the SCR and the NCR, have been used as pap|| Rate(MPR).

rameters in our simulations (see Section V.).

C.2 NCR as Minimum Poll Rate

C.1 SCR as Minimum Poll Rate The Nominal Cell Rate (NCR)as described in Section Il.,

In [2], theGeneric Cell Rate AlgorithflGCRA) has been pro- takes the traffic and QoS parameters into account. The NCR is
posed to control the traffic of each VC. The GCRA CalCUlategreater than or equa| to the SCR and S0, in some cases, the ac-
a theoretical arrival time of a new cell using tBestainable cess delay can be reduced when using the NCR to siithe
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imum Poll Raté§MPR). A.1 Fading

N C Po RA A Fading here is seen as the effect that the path loss of a transmis-
- COMBINATION OF FOLLING AND RANDOM ACCESS USING g4 g higher than before on a short term basis resulting in a
ENERGY BURSTS . . .
low power level for the expected signal at the receiver. With

Energy Bursts has been introduced in [6] as a simple and effiyging the results of a transmission may change as listed in Ta-
cient way to poll terminals. ArEnergy Burst(EB) is energy pje 4 (compared to Table 3).

detected by the receiver in a certain time slot. An EB does not
contain any data and is as short as the time to reliably detect en-
ergy on the channel.

Table 4: Transmission results for Energy and Short
Bursts considering fading

So far, random access has been always based on at leasfthe WT
transmission oShort BurstgSB) which are characterised by 'ft' 0 1 >1
address and some byte of information. SB are longer than gransmitting
as it takes'more time pIEcode a'S|gnaI than tietect one. IDLE | IDLE or IDLE or
The most important difference is that with Energy Bursts the
T . o ENERGY ENERGY
transmission of one or more terminals cannot be distinguishpd  EB instead of instead of
and thus results in the same state ENERGY.
S . ENERGY ENERGY
The principle ofRandom AcceqRRA) is that more than 1 ter-
minal is allowed to access one slot. The result of possibje IDLE | IDLE or IDLE or
transmissions is summarised in Table 3. SB COLLISON | COLLISION
Table 3: Transmission results for Energy and Short instead of | instead of
Bursts SUCCESS | COLLISION
WTs transmitting 0 1 >1 With fading both EB and SB are effected in the same way for
more than 1 terminal transmitting. For 1 terminal transmitting
EB IDLE | ENERGY | ENERGY there is a significant difference between EB and SB. As the
signal power level for energy detection is lower than for signal
SB IDLE | SUCCESS| COLLISION decoding the probability for a misdetection using EB is lower
I than for a faulty reception using SB.

If no terminals are transmitting, the result is the same for E% 2 Interference

and SB. If 1 terminal is transmitting, with SB the transmission

is successful. but with EB it is not clear whether 1 or more tefVith interference an effect is described which results from the
minals have been transmitting. In case of RA with EB a trandf@nsmission in neighbouring or adjacent systems or cells. This
mission of 1 terminal is logically a collision and results in thd€2ds to an interference level which does not allow the decod-

state ENERGY. ing at the receiver. With interference the results of a transmis-
If more than 1 terminal is transmitting a collision resolution alSIoN May change as listed in Table 5 (compared to Table 3).
gorithm is necessary. The goal is to minimise the probability Table 5: Transmission results for Energy and Short

of a collision. This is done by limiting the number of terminals Bursts considering co-channel interference

which are allowed to access a specific slot. If only one terming

is allowed to access a specific slot, this terminal is polled. B§- WTs 0 1 51

sically, collision resolution can be done for both, SB and EHtransmitting

The difference is that for a successful transmission with EB

polling must be performed, with SB not (remember, if 1 termi ENERGY |ENERGY | ENERGY

nal is transmitting it is fine with SB, but not with EB in case of| EB instead of

RA). IDLE

A. Implementation considerations _COLUSION _COLUS'ON COLLISION
o . SB instead of |instead of

Ir_1 theory _|t is S|m_ple_t(_) detect the correct state of a transmlr- IDLE SUCCESS

sion, but in practice it is not.

The following effects have to be considered while judging ranyyith interference ENERGY is detected even if no terminal is
dom access techniques: fading, co-channel interference apghsmitting. This is termed as FALSE ALARM. The same ap-
capture effect. _ _ o plies for SB where the result is COLLISION.

These effects have to be considered while determining the Kgsith more than 1 terminal transmitting the result is not affect-
sult of a transmission. ed by co-channel interference.
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Note that a transmission of 1 terminal leads to a correct trans-
mission result for EB (ENERGY) buit for SB.

A.3 Capture effect
Capture describes an effect that it is sometimes possible to de-

[
~
o [Jalwloln ol -

code a transmission although other terminals are transmitting o
in the same radio cell as well. The reasons for capture may be | 3]
the near-far effect (one terminal close to the receiver the other 116 5.8
one far away) or even fading. With capture the results of a =
transmission may change as listed in Table 6 (compared to Ta- 2
Table 6: Transmission results for Energy and Short 10 7 10
Bursts considering capture effect K
a8
WTs
transmitting 0 1 >1 D
12
EB IDLE | ENERGY | ENERGY D
IDLE | SUCCESS| SUCCESS Figure 5: Basic splitting algorithm
SB instead of - . .
COLLISION within the boxes represent the terminals which actually used
this slot. Three MAC frames are shown starting on the left

Capture doegot affect the transmission results with EB. hand with one slot.

With SB a successful transmission may occur even if moré the first MAC frame all 16 terminals are allowed to access
than 1 terminal is transmitting. This is a positive effect for thdh€ single slot. Three terminals do so (2, 3, 10). In case of SB
terminal whose transmission has been captured but may 8&OLLISION is detected, in case of EB ENERGY. In the next
negative for the other terminals, because no collision resol!AC frame the 16 terminals are split into 4 sub-sets in order
tion takes place in case of a successful transmission. It mgg,lowerthe probability of a collision, this is termed as a split-
happen that a terminal far away but still in range of the receivéing order of 4. .

does not have any chance to get through because each tim jthe second MAC frame 4 slots are available and the results
access the channel a terminal close to the receiver does sd®hi1€ access are IDLE for slot 2 and 4, COLLISION/ENER-
well and the transmission of the later one will be captured3Y for slot 1 and SUCCESS/ENERGY for slot 3. For slot 1
With EB the terminal far away from the receiver will get a ded-&nother splitting is necessary, for slot 3 another splitting is nec-
icated EB (polling) because of the collision resolution initiate@Ssary for EB but not for SB, so the grey box is needed for EB
by the transmission result ENERGY. only. _ . o

The probability for a wrong detection of the outcome of & flr_st impression of the .performance of RA.WIth EB is given
transmission is lower for Energy Bursts than for Short Burstd? Figure 6. Here the ratio of the length (in time) of EB to SB
Furthermore, with Energy Bursts the probability of a FALSES the parameter varied. Two scenarios have been considered,
ALARM is much higher than for a SILENT ALARM so that with 100 and 1000 terminals per radio cell. The maximum ac-
Energy Burst detection is very robust especially for delay anfefSS delay is shown in Figure 6 measured in number of MAC
loss sensitive messages like alarms. frames (=1ms). The start setis 1 for SB and EB/SB for EB. The
For the modem design it is very simple to reliably detect ene@Plitting order is 4 for SB and EB/SB for EB. With these pa-
gy by exploiting the properties of an OFDM receiver [13]ameter settings the overhead for RA per MAC frame is nearly

[14], but it is not an easy task to detect collisions. the same for SB and EB. _
The higher the number EB/SB the lower the maximum access
B. Collision resolution algorithms for Energy Bursts delay and the better the performance for EB. Further investiga-

As an example one collision resolution algorithm is presentdiPnS Will show reasonable numbers for EB/SB. ,
here for EB and SB. There are other possibilities and optimiz2Stéad of using one slot in the first MAC frame, it is possible
tion. Here, we use a non-blocking identifier splitting algo-to use several sub-groups right from the beginning. The size of
rithm. For details please refer to [11],[8]. the groups as well as the WTs belonging to the group can be

Figure 5 shows an example for a splitting algorithm. Every boRPtimized by using the knowledge about the access probabili-

represents an EB or SB, the numbers above the boxes def¥r" case of MAC signalling, this probability is given by the
mine the terminals allowed to access this slot and the numbétgorithm described in Section I11.B. The performance of such
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tem load has to be below 1% which equals 0.5 ATM cells eve-
ry MAC frame on average. The simulated SCR varies from
Max Access Delay 0.15to 0.5 ATM cells per MAC frame.
CBRtype traffic has been modelled by a constant inter-arrival
time of ATM cells which vary with the peak-to-peak cell delay
variance.
For the modelling of VBR sources three types of traffic models
have been used.
1. Bursty CBRBursts with a constant number of ATM cells
,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, are generated at constant inter-arrival times.
? SB00WT 2. Videa This type of source describes the cell stream that is
generated by a high quality video codec. The number of
EB 1000 WT pictures per second is constant and the number of pixels
T “ per pictures is determined by an first order auto-regressive
w process [16].
3. Gea This type of source is a quite general model for VBR
traffic. It is an On-Off source with negative exponential
# EB/SB distributed inter-arrival times of bursts and geometrical
distribution of the number of ATM cells per burst.

Max Access Delay [ 18-Jun-1998 10:03:41 ]

10.

o SB 1000 WT

MAC Frames
e

o

o b bo b e b b b b i

T T T T T
50. 100. 150. 200. 250.

o

B. Interpretation of Simulation Results

Figure 6: Maximum Access Delay for Random Figure 7, Figure 8 and Figure 9 show the simulation results for
Access with SB and EB the two different polling schemes using NCR and SCR respec-
a scheme is for further study. tively. The results using all four source models are given.
Figure 7 shows the average access delay. For the simple
V. PERFORMANCEEVALUATION BY SIMULATION scheme it is 0.5 MAC frames and not plotted in Figure 7. The
The performance of the new polling method has been evaluascess delay for th€BR Bursty CBRand Video sources is
ed by computer simulation using the BONeS Designer simulédeal, whereas the delay for ti@eo source while using the

tion tool [10]. SCRis not acceptable. Using NCR for polli@gosources the
The three parameters which have been evaluated by simulatid@lays are still moderate.
runs are 0 -
1. the number of poll tries per successful access, .
2. the saving of signalling overhead with the new scheme o025+ \‘xew g
compared with the simple one (polling every MAC frame), Geo(SCR) | "o o
and = 02r AQ :
3. the average access delay. g 015 - e
As only these parameters are of interest in this investigatio% CBR (SCR)

: & o1k BurstyCBR (SCR) _
not a whole wireless ATM system has to be modelled. g B‘{;ﬁ,‘gﬁ?gég‘)cm ]
A. Scenario Description 005 - Ve iR T
A system with one base station serving one mobile stationrun- (| +e===tgm=+t -+t -5 " "\ o B N
ning one connection has been considered. If multiple mobiles o5 02 o0m 03 o0& 02 o4 o5 o
have to be served, the amount of capacity used for signalling
purposes can be multiplied by the number of mobiles. There- SCR [Slots/ MAC frame]
fore, it is reasonable to concentrate on the results with one mo- Figure 7: Average access delay

bile only. Low delays are paid by a high number of poll tries per burst.
Transmission errors have been neglected as they affect bgre 8 shows the average number of poll tries per burst. For
signalling techniques in the same way. CBR type services both polling schemes (for CBR both

The MAC frame has a constant length of 1 ms and a maximug}hemes are the same as PCR=SCR=NCR) lead to low delays
of 50 ATM cells can be transmitted within one MAC frame.anq only little more than 1 poll try per ATM cell. It is close to

Whenever an ATM cell is transmitted, piggybacked signalling,o optimum.

is uged ipstead of polling. In ordgr to investi.gate Fhe effect of e results for VBR strongly depend on the polling scheme as
polling without having too much piggyback signalling the sysyg|| as the source characteristics. Barsty CBRype traffic
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SCR outperforms NCR by factor of up to 7. For thiédeo rithm strongly depends on the characteristics of the ATM
model the performance of NCR and SCR is nearly the sanssurces, but still is better than using no prediction algorithm at
with advantages for SCR with a factor of around Geotype all. A combination of polling and random access is promising
traffic is best polled with NCR as it leads to low delays and and for further study.

moderate amount of poll tries per burst.
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