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Abstract— Today's wireless networking technology provides
high data rates. With IEEE 802.11n products, data rates beyad
500Mb/s are soon feasible foMireless Local Area Network (WLAN).
Due to a standstill in standardization the project IEEE 80215.3a
it was disbanded in 2006. Companies are pushing therefore dir
own solutions to theWireless Personal Area Network (WPAN) mar-
ket. Shortly, 480Mb/s will be available for WPAN applications. For
large scale networks, IEEE 802.16 (ak&\Vorldwide I nteroperability
for Microwave Access (WiMAX)) offers a solution for the Wireless
Metropolitan Area Network (WMAN) market. Besides point-to-
point connections, IEEE 802.16e supports mobile connectis too.

With recent development, wireless technology for ubiquitas
connections is available in the market. Sensitivdodulation and
Coding Schemes (MCSs), Multiple I nput/Multiple Output (MIMO)
and other new Physical Layer (PHY) technologies provide high
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a 64-QAM¥4 MCS that supports 54bs according to IEEE 802.11a has
a range of approximately 10 m. However, distance is not thig @alue
to consider. Depending on network topology, devices erpesd different

data rates. However, upcoming wireless technology does notamount of interference. Main source of interference arerotievices in and

increase coverage. Like preceding standards, highest datate is
only available for short range communication. Therefore, spply

of large areas with high speed connections demands densetals
lation of backbone connected devices. Whil€apital Expenditure
(CAPEX) for hardware is low, deployment is expensive. Thep-

erational Expenditure (OPEX) of wired and fiber optic networks

is high. Furthermore they are not as widely deployed as neede
for dense installation of connection points to the core netark.

Hence, rollout of high speed wireless networks is delayed tiha

solution is provided. Relay based deployment and Mesh topotyy
for wireless networks helps to overcome the cost barrier. Wh

this meshing functionality, wireless networks of the IEEE &2
standard family are a promising low-cost alternative to celular

Third-Generation (3G) networks In this paper we provide insight
to current activities of Institute of Electronics and Electrical

Engineering (IEEE) Working Groups (WGs) regarding Mesh
technology. Furthermore we show possibilities and limitabns
of Wireless Mesh Networks (WMNs).

Index Terms— Wireless Mesh Networks, IEEE 802.11s, IEEE
802.15.5, IEEE 802.16j, WLAN, WPAN, WMAN
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out of own reception range. Interference determines SINRRShas direct
impact on PER. Thus, interference is another factor ligitine performance
of wireless networks.

|I. INTRODUCTION

URRENT research in the field éflultiple Input/Multiple

Output (MIMO) and Ultrawideband (UWB)}echnology
enables wireless high spe@&tysical Layer (PHY}echnolo-
gies for mass markets. Similar to legacy technology, highes
data rate demands hi@ignal to Interference plus Noise Ratio
(SINR) As transmission power and bandwidth is limited, cov-
erage becomes limited too. Highest data rates are avaibable
short range only. To cover large areas with wireless higedpe
access, dense deployment of network infrastructure isateed
Current Institute of Electronics and Electrical Engineering
(IEEE) standards define different network infrastructures. In
IEEE 802.11 [1] arAccess Point (AP)rovides network access
and offers association service to the stations. Statiomsazm
between different APs. Although medium access is disteibut
it is the AP’s responsibility to hand-over sessions and to
forward frames from and to other stations or networks. Thus,
the physical topology in IEEE 802.1Wireless Local Area
Network (WLAN)s centralized with the AP remaining in the
center. For high rat®Vireless Personal Area Network (WPAN)
IEEE defines 802.15.3 [2]. Similar to IEEE 802.15.1 (aka
Bluetooth), IEEE 802.15.3 uses centralized medium acéess.
Piconet Controller (PNCyprants medium access and manages



its associatedevices (DEVs) Thus, IEEE 802.15.3 builds
physical and logical star topologies. The PNC has full aantr .
over the Wireless Medium (WM)A comparable topology link
exists in IEEE 802.16 [3], [4]. Th&Vireless Metropolitan
Area Network (WMAN)standard describes solution known
from European Telecommunications Standards Institute (ETSI)
Broadband Radio Access Networks (BRAN) High Performance
Local Area Network 2 (H2)A Base Station (BSgontrols
medium access and provides service to its associSteunt
scriber Stations (SSS)EEE 802.16 supports point-to-point
and point-to-multipoint connections. WMANS can operate in
licensed and unlicensed frequency bands. Therefore, aé tiu
wireless high speed technology uses a kind of centralized
approach. Depending on regulatory rules, different power
limitations exist:

Relay , f\clfess
in

« Licensed operation of IEEE 802.16 may use up to 30 W
depgndlng on the f.rquency band, ) . Fig. 2. In WRNSs central entities coordinate multiple relayides. The relay
o Radio communication in the 2.4 GHndustrial, Scien- devices operate as slaves to the master device. Relays raogparently, thus
tific. and Medical (ISM)band is limited to 100mW in they provide the same services to the client devices as titeatentity does.
' . Relays are dependent on the central entity. Without the enalgvice they
many Countrles’ cannot operate.
e 100mW to 1W output power is allowed in the 5GHz
license-exempt band and,
« the USFederal Communication Comission (FC@jants Il. WIRELESSRELAY NETWORKS
permission for UWB communication in the spectrum , _
between 3.1 GHz and 10.6 GHz with transmission power R€lay-based deployments have three main advantages:
not exceeding 74. Wz, « Capacity optimization,
« area optimization and
Thus, in many scenarios, sufficient SINR can be achieved only. the provision of coverage to shadowed areas [5].

on short range, see Fig. 1. To provide high data rate, derSgyerage range of central entities can be extended when the
deployment of central wireless network coordination égits relay device acts as slave device to another entity, see2Fig.
needed. With products designed for mass market applictiqge|ay devices operate under guidance of the central emtity a
such asVoice over IP (VolPhardware costs are no limiting rqyide the same services to client devices. Data to or from
factor. HoweverCapital Expenditure (CAPEXincreases due ihe central entity is sent to or from a client device via tHaye
to needs for backbone connection. All aforementioned eéntyeayice. Hence, data is relayed via a multi-hop path. Altfioug
entities operate as bridges that connect the wireless basad 4 centrally coordinateWireless Relay Networks (WRNsjy
segment with a network of a different technology. In manyse several hops, usually a two hop approach is applied.
cases such backbone is built upon networks that use techn(p@ays may be fixed or mobile. The introduction of relays
gies defined in the set of IEEE 802.3 (Ethernet) standards. T{ucreases communication distances and thus impiBigesl
wired backbone is used by central entities to share infdomat {5 |nterference plus Noise Ratio (SINBJowing the usage
forward frames and to manage the wireless network. Wil more sensitive and fastéodulation and Coding Schemes
dense deployment of wireless-to-wired bridges in Iargea,are(MCSS)
wired network must be densely installed too. Fiber optiksin = \yitp regard to frequency channels, a relay based system can
can overcome length related issues. However, installaonye ¢jassified according to in-band and out-of-band operatio
expensive especially in in outdoor deployment. To redust, coyrNs may operate on single or multiple frequency channels.
relaying technology provides the alternative. With single frequency WRNSs, client and relay traffic share
The rest of the paper is organized as follows. In sectionthe same frequency band and the relaying is don in the
we introduceWireless Relay Networks (WRNa)d describe time-domain. The WRNs operates in-band with the access
their application. In section Il we introducéfireless Mesh side traffic. Coexistence support is necessary and finecraffi
Networks (WMNsgand explain differences to WRNs. Furthersegregation is needed to provide the WRN with necessary
more, we explain phenomena that emerge in WMN. In sectioasources to forward remote and locally generated traffic.
IV we give an overview to current Mesh related activities iMultiple channels may be exploited with a single or multiple
the IEEE 802. In section V we provide an overview of theadios in WRNs devices. With multiple frequency channels
current draft for Mesh WLAN in the IEEE 802.1Working static traffic segregation is possible. Access side angirga
Group (WG) Simulation results are given in section VI andraffic can be delivered on different frequency channelsyvHo
section VII concludes the paper. ever, distribution of the access side to different chanaat$



Tanks may operate as back haul network of the WMN
providing access for soldiers. Tanks move in combat units
that have low relative speed to each other. Self-healing
and redundant path for frame exchange are one of the
key elements of this usage scenario
« The public safety scenario foresees establishment of ad-
hoc wireless communication networks for emergency
respond in disaster areas. Fire engines may operate as a
platform for the WMN infrastructure. Support for mobile
video camerasyoice over IP (VolP) positioning plans,
body monitoring of firefighters and their localization are
key elements in the public safety scenario. As no infras-
tructure may be available, the WMN shall autonomously
operate. Mobile battery operated devices may enlarge
the coverage area of fire units and help to interconnect
Fig. 3. WMNSs can form arbitrary network topologies. Each WidéVice has firefighters inside a disaster area.
several neighbors. Thus redundant paths exist. In caseiled faeighboring « Consumer Electronic (CEapplication scenarios foresee
device or failed link, WMN devices can reroute traffic. Asle&MN device . . .
works as wireless router, the WMN devices operate autonsiypou cheap devices that can be SeamIeSS|y mtegrated Into a
network of existing multimedia devices. On order to
keep cost low, each device should only comprise a
dynamic channel assignment for the WRNs may potentially =~ single transceiver. The WMN in the home environment
increase the overall capacity compared to static frequency delivers Quality of Service (QoS$ensitive audio/video
assignment. streams and provides access to the Internet. Instead of
expensive wired installation the WMN provides plug-
and-play. Auto-configuration and ad-hoc deployment are

. WIRELESSMESHNETWORKS

Devices ofWireless Relay Networks (WRNg)erate under important elements to support.
guidance of a coordination entity: The relays introduce ane Public access/provider networks can be cheaply deployed
intermediate level in hierarchy. The coordinating inseadel- with WMN technology. Ease of outdoor and indoor
egates responsibility to the relays. If the coordinatirggance installation is an important for provider operated WMNSs.
fails, the WRN cannot operate. While relay devices depend on Especially in outdoor scenarios, connection to the fixed
other entities, devices Wireless Mesh Networks (WMNspy backbone is not available in all desired areas and long

operate on their own. A WMN extends functionality provided  range fiber optics may be too expensive. Therefore,
by WRNs. Each device in a WMN operates as a wireless WMNSs can develop new markets and hotspot areas where
router [6] with possibly several paths available to a desire  no service could be provided before.
destination. In contrast, WRN devices communicate with « Office and enterprise networks benefit from flexibility
other pre-defined devices only. The topology of information  provided by WMNs. Constant changes in companies
exchange forms a star topology with the coordinating erity require changes to the network as well. With WMN
the center in the WRN. However, topology in WMN is totally topologies can be easily changed and access to the com-
different, see Fig. 3. Since WRNs provide sub-set functigna pany network may be provided anywhere in the office.
of WMNSs, in the following we focus on WMNSs. For the WMN in the enterprise scenario, security is a
key element.
) i ) Mobile WMNs operate in highly changing environment. Thus,
Besides fixed infrastructure deployment/ireless Mesh complexity increases. Furthermore, network management be
Network (WMN)technology is applied in highly changingcomes complicated and more frequent topology updates in-
environment too. The following usage scenarios have begirase overhead. After having motivated the usage of WMNs
identified by different standardization bodies: we focus in the following on static WMN deployment.
« Car to Car WMNSs help to avoid accidents. While in mo- . .
) : . . B. Mandatory functionality
tion at high speed, cars constantly exchange information. _ ) )
The information is distributed to other cars that receive AS previously discussedVireless Mesh Networks (WMNs)
danger warning messages earlier. Furthermore, oncomfRerate different th_an wireless single hop networks. Toecop_
cars can relay traffic and warn of hidden obstacles ¥ith the harsh environment encountered, WMNs need addi-
difficult road conditions. Message prioritization is an imfional functionality. Thus, all current development inrsard-
portant element to allow for low delay message exchandé"?‘t'on bodies considers auxiliary functions or amendmeft
« Military application of WMN foresees ad-hoc scenarios, « Medium Access Control (MAC)
where combatants use the wireless network for dis-+ Path selection and,
tributed, decentralized communication among the troops.» Security.

A. Usage scenarios



frame to the transmitter device. The latter reservatiomé&a
indicates the same transmission end. Other devices in the
surroundings of either the transmitter, receiver or bothdn®e
overhear at least one of the previously exchanged resenvati
frames to learn about the upcoming frame exchange in their
neighborhood. Then, they can refrain from channel acceds an
avoid interference to those devices exchanging data frames
To learn the reservation information, a successful reoaptf
at least one of the reservation frames is needed. Usually the
reservation information is sent therefore at the most rbbus
Modulation and Coding Scheme (MC$)owever, with large
discrepancy between interference and reception range, the
reservation frames may not secure a sufficiently large area:
Collisions may still occur. The reservation frames are most
likely not received by all devices which can harmfully irfeze
Fig. 4. Rxp respectivelyRxp denotes the reception range of devices B anwith the receiver. This issue is specifically serious when
D. Device C cannot detect transmission from A to B. Thus itrisware of using high speedPhysical Layer (PHYYechnologies where
B receiving data. C's transmission to D interferes at B. Assmission fails. . . . . .

reception range is only a minor fraction of interferencegen

or when considering devices of high mobility.

. . : ) According to specific deployment, environment and size
1) MAC design considering emerging effedis:contrast to of the Wireless Mesh Network (WMN& single device is in

single-hop networkswireless Mesh Networks (WMNisitro- " f inor fract £ all Mesh devi kh
duce new problems that emerge from frames being rela)/ee(?e'3 lon range ot a minoriraction ot all V'esn devices. & ha
ly few direct, but many more indirect, hidden, neighbors.

across multiple hops. A WMN can be treated as sum ﬂ indirect neiahb tall i f h
continuously overlapping neighboring networks. In sinlytp 0se Indirect neighbors are mutualy not aware ol €ac
ther. Only intermediate, relaying devices can help torimfo

wireless networks all devices in the network are either Q1 - ) . :
mutual reception range or have a common intersection t@e_mdlrect neighborhood about the existence of such hidde
their set of neighbor devices. In contrast in WMNS, device evu;)esiz d deviceA device i lled dif b
are mutually unaware of each other. The hidden and exposed ) Expose evice evice 1s called exposed 1t by
device problem becomes acute in WMN. Hence, chan ans of the applied protocol or current conditions on the

access coordination mechanism for WMNSs needs to take th gel_ess Medlumt (VﬁM)thg d:wce d?ﬁ'dzs that frafm‘? trafns-
high potential source of interference into account. miSsions are not allowed. Hence, hé device rerans from

. - ) . o channel access, although simultaneous transmission to an
a) Hidden device:A hidden device is classified as a ) A . .
. . . . ongoing transmission would be possible, see Fig. 5. As an
device that is close to the receiver side of a frame exchange oo 2

: ) Xposed device is not harmful to other transmissions, most
but out of reception range of the transmitter. Here, the $erny’. "
close and far are related to wireless sianal prooa atioere'l'hWIreleSS standards do not take it into account thereforev-Ho
. ) i . :  Signal propag ever, in densé&\Vireless Mesh Networks (WMNsjth limited
is no direct relationship to distance incorporated. Ameadm

IEEE802.11e [7] of thavireless Local Area Network (WLAN)?Zagi?t'e \?Vzgfe""'%h g\’/‘gf{’;ﬁ:ﬁ’g’ei rﬁ?r:aenac:ﬁ:rlr?:tﬁ S‘ff;gi
standard IEEE 802.11 defines: pacity ’ P 9

of exposed nodes, thdedium Access Control (MA@yotocol
Hidden station: A station whose transmissions  ysed within the WMN must not arbitrarily interchange the
cannot be detected usinGarrier Sense (CShy roles of receiving and transmitting device.
a second station, but whose transmissions interfere  For protocols that use immediate acknowledgments after
with transmissions from the second station to a third  frames of arbitrary duration, the exposed device problem
station. cannot be solved. As the transmitter is required to sucakgsf
A frame transmission of a hidden device has high potentig@ceive an acknowledgment to its data transmission, na othe
to interfere with other frame exchanges, see Fig. 4. SincecBGncurrent transmission in the surroundings of the tratisgi
cannot sense the transmitter A, it cannot detect an ongoitgyice is possible. As devices neighboring to the lattefcgev
transmission. However, the hidden device C is nearby to thannot detect the end of the transmission if they concuyrent
receiving device B and thus can easily interfere with itenfea transmit, either a cell based approach may be used where each
reception. A common way to overcome the problem of hiddérames has same length or information when the acknowledg-
device is the exchange of short channel reservation franment frame is expected must be provided to the device that
prior to the data frame exchange as for instanceRbgquest intends to transmit concurrently. Depending on the specific
To Send/Clear To Send (RTS/Chahdshake of IEEE 802.11.network environment, the exposed device problem may be
The reservation frame sent by the transmitter indicates thevere and limit the achievable performance of the network.
planned transmission duration of the data frames that sh&imilar to Central Processing Unit (CPUpesign, WMNs
follow. The receiving device responds by another resavmatimay benefit from simultaneous usage of orthogonal resources




Interference
rangec

Fig. 5. Due to high attenuation of a wall, C cannot interfer®aHowever,
C senses As transmissions. As C has no knowledge about theé/ee B it
refrains from channel access. Thus, C is an exposed dewatedhnot make
use of spatial frequency reuse for transmission to D.

Fig. 6. Due to physical network topology, radio propagatemvironment,

. . .. and path selection devices A, B, C, D and E decide to use deviess
SuDerscalar approaCheS as of example Instruction plpglln onnector to the portal. Device H is also attached to theapoHowever,

and exploitation of parallelism in CPU design provides sula-carries only G's traffic in addition to its own. The dotteiids indicates

stantial speed-up in terms of instruction flow-rate. Where#pe less congested |in|é- If the WMN design dges nfot take ¢raffjgregation
. . . . -{nto account, severe disparity in experienced performaaceonsequence.
independent functional units concurrently work in a CPU, i Ithough ML (F-Gateway) carries much more traffic than (Ht&weay) both

WMNSs the WM needs to be similarly referred to. Obstaclesay have same access probability.
walls, and buildings provide sufficient shadowing that desb
simultaneous transmission in the same frequency band witho
interference. Detection and identification of such opputies traffic may even starve lower ones. Thus, capacity is shared a
for simultaneous transmissions become important elementsording to specific rules among flows of unequal priority.Bot
the design of dense WMNs. mechanisms, FAC and prioritization are needed in WMNs to
c) Congestion and Fairness Issuelst networking, fair- guarantee optimal operation. Within WMNs, some links or

ness denotes a specific means of resource sharing. If s@gvices become bottle necks, e.g., traffic must pass a portal
eral traffic flows equally share a link, total fairness may beevice that has connection to both the Internet and the WMN.
achieved. Different characteristics of fairness may béirdis The overall traffic is aggregated at the portal device. Thgpo
guished. Standard IEEE 802.11 [1] provides fairness baseddgvice saturates and determines the capacity of WMNs. Under
frames. No matter what size the payload has and whiod- the assumption of sufficiently fast connection to the Inéérn
ulation and Coding Scheme (MC8) used for transmission, a bottle neck portal device constantly receives or trarsmit
all frames have equal chance to get access toWireless frames. In its surroundings almost no capacity may be left
Medium (WM) With standard IEEE 802.11e [7], a paradignover. Thus, other radio communication in its neighborhood
shift is introduced. Here, fairness is based on the availathay be affected too.
capacity of the WM. Fairness among frames of equal priority 2) Path selection at MAC layer due to Cross-layer im-
is based on transmission duration. With each medium acaespacts: Wireless Mesh Networks (WMNssed on multi-hop
device gains share of capacity callB@nsmission Opportunity connections use routing mechanism to forward data from
(TXOP) The TXOP allows for certain transmission duratiosource to destination. Such routing protocols are develbye
only. Thus, devices that use different MCS achieve differethe Mobile Ad-hoc Networks (MANETroup in thelnternet
throughput, although they may have equal share in termsErigineering Task Force (IETFHowever, application of these
transmission duration. protocols has limited performance. Since th&ernet Protocol

In any case, with the number of flows being large and t{#) is unaware of radio conditions and neighboring devices,
capacity being small, none of the traffic flows may be ablonstant broadcasting limits performance. Furthermarfey-
to fulfill its Quality of Service (QoSjequirements [8]Flow mation such aacket Error Rate (PER)r Modulation and
Admission Control (FAChelps to prevent endless sharing o€oding Scheme (MCSised on a specific link is not available
link capacity. It preserves existing traffic flows and dertles at the IP layer. Hence it operates blindly.
access of additional ones to a network. Thus, it behavesrunfa In contrast to IP based routing schemes, current research
to newly arriving calls. A different approach is achieved bincludes routing into thiMedium Access Control (MAQQyer,
traffic prioritization. It helps to discriminate differemtaffic thus enabling transparent WMNs that support any higher
flows. Depending on the prioritization rules, high priorityfayer protocols. To distinguish from IP routing, in WMNSs the



term path selection is used. A connection between two Mestany WMN implementations either a single authentication
devices is denoted allesh Link (ML) A Mesh Path is a server is used or neighboring Mesh device mutually authenti
concatenated set of MLs. Path selection protocols caktit@t cate based on a shared secret. As many approaches for wireles
best path between destination and source device. TheisaelecMesh networks operate in thdedium Access Control (MAC)
process is distributed — Each Mesh devices independenitly dayer, end-to-end security is usually considered as out@pe.
culates Mesh Paths. Path selection process can be influencefuthentication provides the secure exchange of encryption

by ML properties: keys. The encryption keys ensure message integrity and-confi
« Hop count, dentiality. Revocation of encryption keys becomes necgsta
« ML link speed, an attacker has corrupted one or more devices to gain access t
« ML congestion status, the WMN. Detection of a rogue device is difficult. However, if
« cost for transiting traffic and, message integrity cannot be guaranteed, not only unicast me
« delay sages may be affected. Management frames that provide path

are examples for path metrics. To learn about neighborifi Iectio_n i_nformati_on are usually sent as broadcast messag
devices and neighbors’ neighbors, Mesh devices Constar}f%‘h_ this information being corrupted, attackers may ijec

exchange path selection information. The exchange of péﬂﬁ)dlfled path selection messages that lead to false desision
selection metrics introduces overhead in contrasiviceless |f @ll devices treat a specific device as their preferred next
Relay Networks (WRNskhere such topology information NOP it may become a black hole. With an attacker being able

exchange is not needed due to the centralized structure. O reset hop counts, frames may loop forever and the WMN
becomes congested.

C. Security Constant availability of wireless networks is difficult to
In information technology, security distinguishes thregim achieve. With interference, mobility, noise and fluctuatio
aspects: channel path propagation, even operation of an undisturbed
« Confidentiality, WMNs is a challenging task. WMNs operate in different
« Integrity and bands like for instance the unlicens&tustrial, Scientific,
« Availability. and Medical (ISM)band at 2.4GHz. It is used for several

ifferent applications; communication networks, analadia-

Confidentiality denotes that information is available to- adj
Y nd video-bridges etc. Publid/ireless Local Area Network

thorized entities only. A message is confidential if only th LAN) and Wirel b | A N K (WPAN
allowed entities can decode it. Integrity ensures that t ) and Wireless Personal Area Network ( pt-

communication messages are not modified. A network mﬁﬁwks operate as _secofndary u%ers md_the IS'\:: ban?f:bThey
be described as available if it is able to provide the desir gve to accept any interference. Depending on the costibene

service. With respect taireless Mesh Networks (WMNa)d analysis of an att_acker pow_erful noise emission may be gimpl
their specific topology, new aspects unknown from singlp-h&noﬁﬂ for a_Denllgil gf Servll(ced(DosaJtack. Hﬁn%e, sl_ecurln%
networks emerge. Since independent devices use a comiflo agamst 0 _attac (Sj epends on whether licensed or
resource to mutually provide several services, differentls unlicensed spectrum Is used.

of trust may be observed. In WMNs, at least the following Other issues such as multicast transmissions or operdtion o
aspects additionally need to be consi’dered' partly secured WMNs cannot be handled here due to limited

« Authentication of Mesh devices space.
— Full access with _permissipn_ to forwar_d framgs IV. MESH TECHNOLOGY INIEEE 802
— Partial access with permission to register with mul-
tiple neighboring devices Currently, threeWorking Groups (WGsdf the Institute of
— Association with a single Mesh device only Electronics and Electrical Engineering (IEEH)roject 802
— No access (LAN/MAN Standards Committee (LMS3@®)ork on Wireless
« Participation in Mesh path selection Mesh Networks (WMNs)
— Generation and propagation of Mesh paths selectione WG 802.11 defines th&Vireless Local Area Network
information (WLAN) standard. At present IEEE 802.11 has largest

amount of members of all IEEE 802 WGEBask Group
(TG) “S” develops amendment fdExtended Service Set
(ESS)Mesh Networking [9].

o WG 802.15 works on low and high ratireless Personal

x Paths to Mesh internal destinations
x Paths to external networks

— Reception of Mesh path selection information

« Detection and identification of rogue Mesh devices Area Networks (WPANS)JEEE 802.15 has the second
« Exclusion and de-authentication of compromised Mesh largest amount of members. IEEE 802.15.5 develops a
devices recommended practice for Mesh WPANS.

— Propagation of according messages within the WMN , WG 802.16 is theBroadband Wireless Access (BWA)
Depending on the required level of security, a WMN solution WG that develops standards fovireless Metropolitan
may address less or more of the aforementioned aspects. In Area Network (WMAN)The current standard [3], [4]



foresees Mesh topology. However, no systems are cis-misleading and should not be referred to in regard to Mesh
rently available. In addition, IEEE-SA Standards Boart/LAN. As APs are not the only devices that may be part
approved project IEEE 802.16j in March 2006. Its taskf a Mesh WLAN, TG “S” has a well defined set of terms
is the definition of aMobile Multihop Relay (MMR) and definitions. As requested by th&oject Authorization

Although IEEE 802.16 defines Mesh topology already in itgequest (PAR)TG “S” does not mandate changes to IEEE
baseline standard, it is not well described and thus cuyren802.11 stations. The Mesh WLAN is formed among APs
unused. IEEE 802.16j works oMVireless Relay Network only. An AP that forwards frames is calleMlesh Access
(WRN) solution that enables customer devices to operate R@int (MAP) If the access functionality is missing, it works
relays for the operator. Nomadic, fixed and mobile relayas forwarder only. Such entity is calledesh Point (MP)
are considered. Those relays operate under guidance of ffce, all MAPs are MPs. However, not all MPs are MAPs. A
provider controlledBase Station (BSh licensed spectrum. Mesh Point colocated with a Mesh Portal (MPB)an entity
Thus, IEEE 802.16j does not define solution or extension &@rresponding to a standard portal. Mesh uni- and broadcast
the baseline document for WMNSs. frames are/AC Service Data Units (MSDUslelivered within

As active participants in the IEEE standardization proced§e Mesh WLAN. Between neighboring MPs,Mesh Link
the authors are involved in the design of IEEE 802.11ML) is used for communication. A concatenated set of ML
and |EEE 802.15.5. Additionally, the authors are interigivefrom a source MP to a destination MP forms a Mesh Path.
involved in the development of relay-based 4th generati&fch intermediate MP on a Mesh Path operates as immediate
cellular multi-hop networks. Currently, IEEE 802.15.5tges receiver orimmediate transmitter. It uses the accordimfyess
on high rate WPAN solution. In its present stage, the TG tridiglds of the four address scheme of IEEE 802.11 frames.
to overcome the legacies of the IEEE 802.15.3 centraliz%d
Medium Access Control (MAGhat hardly supports Mesh net- "
working. As IEEE 802.11 is the oldest of the aforementioned During the standardization process, 35 proposal interts ha
WGs, its amendment for WMN is most mature. Therefor®gen received bfask Group (TG)'S". In July 2005, 15 pro-
we focus on IEEE 802.11s and give insight and details RPsals were presented. After rounds of elimination in Septe
section V. In section VI we provide simulation results thaer in November, the two remaining proposals frévitMesh
allow assumption of the performance of IEEE 802.11s. Detafhlliance (WiMA)and SEE-Mesh merged. The joint proposal
on broadband multi-hop networks are not discussed here Bgcame baseline document duringtitute of Electronics and

Baseline document

can for instance be found in [10]-[12]. Electrical Engineering (IEEEplenary meeting in March 2006.
The mandatory set of functions includes requirements for
V. MESHWLAN - IEEE 802.15 security, path selection andedium Access Control (MAC)

In 2003 the Standing Committee (SC) Wireless Nexthe mandatory MAC is based on IEEE 802.11e and uses the
Generation (WNG)of IEEE 802.11 received presentation&nhanced Distributed Channel Access (ED@dY)arbitration
regarding MeshWireless Local Area Network (WLANDn of channel access. In its simplest form, a single frequency
behalf of the proposers, SC WNG requested from IEEE 802.¢hannel MestWireless Local Area Network (WLANperates
Working Group (WG)Yormation of aStudy Group (SG)In as overlay to existingasic Service Sets (BSS3he Mesh
January 2004 the Mesh SG held its first session. Its main tad&cess Points (MAPg)nd the stations associated with the APs
was definition of theProject Authorization Request (PAR)d compete on the wireless channel. Competition among station
5 Criteria (5C) that are needed to request formation of a n@md their BSS serving MAP has several implicationen-
Task Group (TG)From July on, SG Extended Service SetQoS Station (nQSTAgupport theDistributed Coordination

(ESS)Mesh Networking" became TG “S”. Function (DCF) only. DCF does not support prioritization.
o Unlike QoS Station (QSTApat support EDCA, nQSTA have
A. Terms and definitions fixed backoff parameters that cannot be controlled s

Each Access Point (APRand its associated stations formAccess Point (QAP)Under the assumption of support for the
a Basic Service Set (BSSIn its basic form,Task Group IEEE 802.11eQuality of Service (QoSinechanisms by the
(TG) “S” defines the MeshWireless Local Area Network MAP it operates as QAP too. However, with several nQSTAs
(WLAN) as a network of interconnected APs [9]. The Mesin the BSS theMesh QoS Access Point (MQAEBYmpetes
WLAN spans among the BSSs. As defined limstitute of with all of them on accessing thé/ireless Medium (WM)
Electronics and Electrical Engineering (IEEBP2.11, several As no priority is granted by the nQSTA to the MQAP, the
interconnected BSSs may form Brtended Service Set (ESS)ownlink traffic in the BSS is affected. Furthermore, the
An ESS has a single uniguBervice Set Identifier (SSID) Mesh WLAN traffic cannot be segregated. Depending on the
In contrast to theBasic Service Set Identification (BSSID)overall Extended Service Set (ESBpology, this may have
which equals theMedium Access Control (MAG)ddress of severe impact on the performance. The bottleneck MQAP
the AP, the SSID is maintained by the network operator. Taight be hindered to handle the Mesh WLAN backhaul traffic
interconnect several BSS, IEEE 802.11 usesDisribution accordingly. To grant priority to the MQAP, it needs to im-
Service (DS)IEEE 802.11s provides one means of a DS. Aslement theHybrid Coordinator (HC)functionality too. Only
presented in [13], the terivireless Distribution System (WDS}he HC uses theHCF Controlled Channel Access (HCCA)



reservation of the frequency channel; RTX/CTX handshake
enables reservation in frequency domain.

fO RTX RTX t

D. Mesh Deterministic Access

SIFS As secondMedium Access Control (MACamendment,

the Mesh Deterministic Access (MDAjorks as distributed
Wireless Medium (WMjeservation mechanism. Inspired by
the Distributed Reservation Channel Access (DRGA)de-
Fig. 7. CCF provides solution for multi-frequency Mesh WLABevices fined in Mesh Coordination Function (MCFpf Wi-Mesh
tune their radio during CCW to a common frequency channel. tls Alliance (WiMA) the joint baseline document offers an op-
channel devices negotiate on channel for data frame exeh&IX and CTX . . .
messages indicate frequency switch. Here, devices A angi@iate to switch tional reservation based channel access mechanism that en-
to frequency channefp. While they exchange frames, other devices may usgbles prediction of the channel usage. Using Information
different, orthogonal frequency channels. Elements (IEs) in management frames such as beacons for
example, MPs negotiate with their neighbors on MDrans-
_ mission Opportunity (TXOPANn MDA TXOP is calledMDA
that gives full control over the WM. Hence the HC-MQAPG 444 nity (MDAOP) An MDAOP has predefined duration
may set-up traffic s_treams with its QSTA and can INCre3a3Rd start time. At the beginning of an MDAOP, the owner
its share of _capacny of the WM as no backoff IS useﬂas the right to access the WM using higher priority. A
yvhen performing the HCCA. The HC-MQAP Contrqls Its BSSyifferent set ofEnhanced Distributed Channel Access (EDCA)
in total. Thg absence of_backo_ﬁ when performing HCC’%arametersA(rbitration IFS Number (AIFSN)CWmin, CW-
has severe impact on neighboring BSS. As other, poten%\gx etc.) shall be used by tHdesh Point (MP)that holds
Quality of Service Basic Service Set (QB&8#) have their yo MpaOP. As the reservation is not a strict one, other
own HC .too, constant collisions cannot.be prevente.d. AS, gt@ations may have grabbed the channel earlier. The MDAOP
”e'ghbo””g H_CS access the_ WM aftgr it has been 'dem'f"ﬁ%lder then defers until other transmissions end and ital loc
as |dle_for aPoint (_Coordlnatlon_Functlon) Interfr_ame SpaceCarrier Sense (CShdicates an idle channel. Using the MDA
(PIFS) interval, their frames collide [14]. Mutual mterference(le ess parameters it competes on the channel then. As with
of simultaneous transmissions severely impacts the BSS mon Channel Framework (CCRp use MDA the MPs
the ESS respectively Mesh WLAN ir! total. In singlle frequencpﬁvmved in the MDAOP need to be synchronized. To further
Mesh WLAN that need to re_Iy on single transceivers in ea(g}'lhance the probability of successful frame receptionnduri
MAP, HCCA cannot be applied therefore. MDA reservations, the MDAOP information is broadcasted
in beacons frames and repeated by neighboring MPs. Thus,
the direct and indirect neighborhood is informed aboutreitu
The Common Channel Framework (CCapproach foreseestransmissions. The announcement of planned frame exchange
exchange ofRequest to Switch (RT>§nd Clear to Switch allows dealing with hidden MPs and can lower the interfer-
(CTX) control framesMesh Points (MPsuse the RTX/CTX ence. Hence, all MDA supporting MPs store information on
handshake to negotiate on frequency channels for data fragirect and indirect MDAOP internally. This information ised
transmission. As different frequency channel operateogrth by neighboring MPs that are not involved in the MDAOP to
onally, MPs with single transceiver cannot communicate i€frain from channel access as they preset their Idedivork
they are tuned to different channels.Ghannel Coordination Allocation Vector (NAV)at the beginning of a neighboring
Window (CCW)defines a shared resource to which all MPKIDAOP. This provides priority to the MDAOP owner and
simultaneously tune their radio at given times. MPs repetit lower collision probability, thus granting higher prigrito the
tune to the common channel, where they negotiate on thEDAOP owner. In contrast to CCF, MDA enables reservation
channel usage, see Fig. 7. To allow all MPs to make useinfthe time domain. However, spatial frequency reuse better
the CCW, synchronization among them is needed. The joihtan current IEEE 802.11 cannot be reached, because still
baseline document has optional sections that explain howhoth - receiver and transmitter - of an MDAOP emit power
synchronize a Mesiireless Local Area Network (WLAN) in form of data andAcknowledgment (ACKjrames onto
MPs that have negotiated on a channel for their data fraiee WM. As the role of being in transmit or receive mode
exchange tune their radio to the new channel and sense ighénterchanged (the transmitter sends data frames that are
channel. If theWireless Medium (WMis detected as idle for received by the receiver and the receiver sends ACK frames
a Distributed Coordination Function Interframe Space (D)FSback to the transmitter after each successfully received da
interval, frames can be exchanged. Although availability drame), interference prediction cannot be performed due to
the channel the MPs have agreed on cannot be guarantebitrary data frame lengths. Fragmentation, block acknow
channel access has high probability as other MPs do remigments and frame aggregation may be arbitrarily used by
use the channel due to the sequential nature of RTX/CTKe transmitter. The receiver replies relative to the end of
handshake in the common channel. UnlRequest To Sendframe transmission after a specific duration. Hence, it s no
(RTS)Clear To Send (CTS)andshake that enables immediatpredictable when the transmitter expects feedback from the

Switching' delay

—h
=}

C. Common Channel Framework (CCF)



receiver. Therefore, no other MP, which may be outside @¥IL) security. End-to-end security along a Mesh path consist-
interference rang to the transmitter, can reuse the fremyueing of several MLs is beyond the scope of the baseline docu-
channel concurrently, as the transmitter may be in recgiviment. Both centralized and distributed authentication led
mode itself at any time. However, MDA offers predictablenanagement are supported. With a centraligathentication
channel usage that enables support @uality of Service Server (AS)eachMesh Point (MP)and station authenticates
(QoS)in a distributed manner. Furthermore, the coordinatiomith the AS. Without an AS, MPs use the distributed IEEE
of planned transmissions in the future allows for the usa@®2.1X authentication model, where MPs mutually authenti-
of smart antennas that may beamform to the transmitter at tate. Therefore, MPs work as supplicant and authenticator.
expected point in time. MDA offers other MPs the opportunitpetails regarding the security concept can be found in [9].

to collaborate and cooperate. Unlike competition basedsscc
with high probability of collisions, MDA inherently works
as collision prevention mechanism. Since neighboring MPsWe use event-driven stochastic simulations based on the
mutually inform about their own, their neighbors and thefEEE 802.11aOrthogonal Frequency Division Multiplexing
neighbors’ neighbors transmissions, mutual interferecee (OFDM) Physical Layer (PHY)The simulations were per-
be prevented and frame transmissions have higher sucdesmed using thalireless Access Radio Protocol 2 (WARP2)
probability, thus enhancing overall spectrum usage. As MB#nulation environment developed at the Chair of Communica
arrange their frame transmissions, arbitration period loan tion Networks, Faculty 6, RWTH Aachen University [15]. It is
prevented. Such arbitration periods are limiting perfamoea programmed irSpecification and Description Language (SDL)
of Mesh networks as they cannot be reduced and are wasteising Telelogics TAU SDL Suite. The channel model used in

VI. SIMULATION -BASED ANALYSIS

capacity. WARP?2 to accurately simulate erroneous radio propagation o
the Wireless Medium (WM} presented in [16]. In accordance
E. Path selection with Institute of Electronics and Electrical Engineering (IEEE

The IEEE 802.11s baseline document describes the ..é)(?_commendations, throughout this paper all mathematmal n
tions and unit descriptions are given according to [17].

tensible Path Selection Framework”. This framework defin& . . ) : . . .
a single mandatory path selection algorithm that must beF|g. 8 shows the S|mglat|on scenario. Six stations receive
implemented in anyesh Point (MP) Other path selection data from the Internet via a tW(_) and three hop p_ath. Stations
methods may be vendor specific. A Protocol Identifier detef: b ar?d, ¢ are associated W|Me§h Accgss Point (MAP)
mines the path selection method other than the default o Stations d, € and, f are asspuated with MAP D. MAP
The operator of a network may set this value manually e. has connection to th#esh Point colocated with a Mesh

Path selection algorithm faiireless Mesh Networks (WMNSs) Og?'éM: P)C Vla MAP B. M'A_‘P fD has d_|rec_t coquecéggtqrh
need additional metrics as input in contrast wired networ - AS WOrSL case scenario, frame size 1S set 1o - 1he

an : : APs are separated by 25 m. They use QR&6Modulation
The Task Group (TG)'S” baseline documen-t descnbes_ and Coding Scheme (MCS3tations are close to their MAPs.
« Channel access overhedd., (depending onPhysical Therefore 64-QAM:4 is used within inBasic Service Set
Layer (PHY), _ (BSS)
« Protocol overhead), (depending on PHY), In the present stage, the mandatbtgdium Access Control
« Number of bitsB; in a test frame (depending on PHY),(\ac) functions of IEEE 802.11s are described by te-
« PHY bit rater and, hanced Distributed Channel Access (EDG#s) known from
« Frame error rate,, for the test frame. IEEE 802.11e [7]. As it does not provide means for spatial
The Airtime Link Metric Function calculates the airtime tosfrequency reuse, the performance is limited. Furthernfare,
Ca ness between different multi-hop paths cannot be guarmdntee
Co = [Oua + O, + &] . 1 The simulation results in Fig. 9 show that stations a, b and,
“ e O c achieve less throughput than stations d, e and, f. Due to a
smaller hop count, the latter ones are in advantage.

. . : : Under the simplified assumption that only neighboring
input for theHybrid Wireless Mesh Protocol (HWMPhich device interfere with each other, we can identify concurren

is the mandatory path selection protocol. Consideration ks. In the following, “||" denotes “concurrent to”. Thuse
other metrics is implementer specific. As the name indicatgs, . (C-B) || (D-{dlélf}) and (C-D) || (B-A) However (A-

HWMP_ combines on—demand and proactive prqtocol aSpeC{?[[blc}) cannot operate simultaneously to any other link.

As optional path selection protocol, the baseline docume Hence, an optimum transmission sequence could be {(C-B)
describesRadio Aware Optimized Link State Routing (RAﬂ (D-d), (C-D) || (B-A), (A-a), (C-B) || (D-e), (C-D) || (B-
OLSR) Details on both can be found in [9]. A), (A-b), (C-D) || (D-f), (A-C)}. Each step in the sequence

F. Security is limited by the slowest transmission. Links (C-B), (C-D)

' and (B-A) use QPS#s, while the other use 64-QARA. Thus

As mandated in théroject Authorization Request (PAR)at the end of the sequence six stations have each received

the baseline document reuses IEEE 802.11i Ntesh Link 80B. Under the assumption of Néecknowledgment (ACK)

Airtime cost is calculated pevlesh Link (ML) It is used as



policy, each data frame is separated byshort Interframe ®
Space (SIFSperiod. According to [18] we calculate (1):

. Route 1a-c
_ A I/Bv
Total System Throughput b @ . \L

A

6 x 80B
" Duration(6 * S0BQQPSK!/2 + 2 x 80BQ64QAMS3/4) ©
_ 6 = 80B c
© 6% (112us+ SIFS + 2 * (56us + SIFS &
_ 6 x 80B @
6% 128us+ 2% 72us
= 4.2Mb/s (1)
T ® : Offered
Under the assumption of ACK frames sent back by Traffic
. . - . . Route 2a - ¢
the receiving device, an additional SIFS provides time for
transceiver turnaround. Thus the achievable throughp@)is ®
_ 6+ 80B
~ 912us+ 8 * (SIFS + ACKQQPSK!/2) Fig. 8. MAP C has connection to the Internet. It provides asde MAPs
6 % S0B B and D. Stations a, b and, c receive frames via MAP A. Statihns and
= f receive frames via MAP D. Besides attenuation due to patipggation,
912us + 8 * (16us + 3245) each wall attenuates the radio transmission by 6 dB. Trasssom power is
= 3.0Mb/s (2) fixed to 100 mW. With regard to the IEEE 802.11a PHY, in our dation

we assume an attenuation factpe= 3.5 for the 5 GHz frequency band.
Fig. 10 provides an example for an optimum spatial reuse

distance. Under the assumption of interference range thessg
than two times reception range, static frame sizes, edaittis 000

placement of Mesh devices and constant transmission pow S houte 1a

optimum spatial reuse distance in string topology can | || E—JRoute1c |
X [ Route 2a

defined. (1) and (2) assume such background for the scen: I Route 2b

in Fig. 8. In comparison to the simulation results shown i E—JRoute 2¢

Fig. 9 capacity of the WM can be much better exploited. 5 *°*[ ]

The low performance of IEEE 802.M/ireless Local Area
Network (WLAN)in multi-hop situation and shadowed areag 1500¢ i
is explained in Fig. 11. IEEE 802.11 MAC performs backoig
with every transmission attempt. However, such medium &~ ;q0|
cess is unpredictable as distributed, decentralized sehem

performed. Thus, even in a fubownlink (DL) scenario with 500
traffic generated by a single source only frames collide di /\
to uncoordinated transmission attempts. Furthermore, &ig M

shows that IEEE 802.11 access scheme does not guara $00 150 200 250 300 350 400 450 500 550 600
fairness. With increasing traffic offered per Mesh Path, the Offered Traffic (kbis]

Mesh Paths with less hOpS dominate. Thus, route 2 Wiﬁlib. 9. The figure shows cumulative end-to-end throughpubfiered traffic
three hops starves. Each additional hop increases callisi@r route. Links between MAPs use QRBKConnections to the stations run
probability. Therefore, even in simple scenarios the |EE® 64-QAMi.

802.11 MAC operates with low efficiency iWireless Mesh

Network (WMN)opology. Compared to [19]-[21] the achiev-

able system capacity is far from optimum.

ut [kb/s]

Recent research [22]-[24] presents new methods that in-
VII. CONCLUSIONS AND OUTLOOK crease efficiency in WMNSs and allow to exploit the available

Wireless Mesh Networks (WMNm)e important elements tocapacity of theWireless Medium (WM)Our future work
provide ubiquitous wireless access. Due to high deploymenill concentrate on decentralized medium access scherages th
costs of the wired backbone, WMNSs offer solution to covegnable concurrent transmissions. Furthermore, we wi#stiv
areas that are unprofitable currently. With increasing arhowgate the current IEEE 802.11s proposal and comikesh De-
of users that require wireless high speed data services, agyministic Access (MDAaRnd Common Channel Framework
new wireless technology will incorporate support fdireless (CCF) with differentMedium Access Control (MAGEhemes.
Relay Network (WRNr WMN based deployment. DueMore complex scenarios with increased amount of hops per
to limited spectrum and densely deployed devices, efficiektesh Path and changing mix &fplink (UL) and Downlink
medium access schemes are needed. (DL) traffic will provide realistic scenarios.
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two times reception range, static frame sizes, equidigiastement of Mesh Fig 11, |EEE 802.11 WLAN devices use a distributed, deadiagd medium
devices and constant transmission power, the spatial distnce in a string access scheme. Between consecutive frames, each devioemebackoff
regardless if it has frames to transmit or not, see [1]. Thekdfh has a
part that has constant and has a part that has random dursiioneach
transmission attempt. However, such unpredictable medinoess prevents
prediction of idle WM periods. Hence, with the current IEE@28L1 access
scheme only minor fraction of the capacity of WMNs can be eitpdl.

topology can be defined. Here, the WM can be reused at a distafnitiree
hops.
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