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Abstract

This paper discusses the traffic performance of TETRA, TAPS, and a new approach for broadband ad hoc
communication systems. The results show the performance of TETRA and TAPS regarding multimedia
applications for public safety forces and what will be possible with selforganizing broadband networks.

The results were obtained with three simulation tools developed at the chair. The TETRA simulator TETRIS
implements the protocols of the TETRA air interface, a channel model and load generators for data and voice
applications, and provides simulation results for Quality of Service (QoS) measures like random access delay
or transmission delay, see Section 1.

Because TAPS is an adaptation of (E)GPRS for TETRA, our GPRS simulator was used. Simulation results
for quality of service measures of TAPS for the different applications and GPRS system measures are based on
the simulation tool GPRSim that models the application and user behavior, the TCP/IP and WAP protocol
architecture, the GPRS protocol architecture and the radio channel, see Section 2.

Finally, design issues of self-organizing broadband wireless networks are examined in Section 3. As central-
ized solutions suffer from many inherent disadvantages, the responsibilities of organizing and controlling of
self-organizing networks should be fully distributed among wireless stations themselves. Wireless CHannel ori-
ented Ad-Hoc Multihop Broadband (W-CHAMB) ideas that meet QoS demands for high performance services
and realize statistical multiplexing of bursty traffic in a fully distributed and efficient manner are described in
detail. The superiority of the performance of the W-CHAMB network can be seen in comparison with that
of packet-oriented IEEE 802.11 WLAN. The hidden station problem is completely resolved by means of the
energy signal (E-signal) solution. The performance gain of E-signal solution over the RT'S/CTS mechanism is
evaluated through computer simulation. Finally, the effect of network connectivity on the traffic performance
is discussed.

1 Performance Evaluation of TETRA

TETRA Release 1 offers circuit switched speech ser-
vices and connectionless or connection-oriented data
services with data rates at about 4.8 kbit/s. Multime-
dia applications with higher bandwidth demands are
not expected to be served by TETRA Release 1.

This section presents simulation results and pro-
vides a performance measure of the TETRA V+D air
interface (reference point U,,). Results regarding the
maximum number of users which can be served by
TETRA systems are provided in [2]. Starting with
an outline of the ETSI scenarios, we then introduce
the TETRA system simulator TETRIS and conclude
with a presentation of the traffic performance results.

1.1 ETSI Scenarios

The TETRA designer’s guide [3] describes ten scenar-
ios for the comparison of TETRA systems. For each
scenario detailed specifications have been laid down
concerning speech activity and offered data traffic of
the mobile end user. Furthermore, the channel model
to be used, the size of the scenario area, the number
and type of the mobile stations, mobile or hand ra-
dio terminal, and their maximum velocity have been
defined. Due to the fact, that scenario 10 defines the
highest amount of offered load per terminal, this sce-
nario has been chosen for the performance analysis
in this section. Scenario 10 describes the parameters
of a public or private network for airlines ground ser-
vices, airport security, fire brigades and so on. Table 1
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Table 1: Scenario 10 —

General parameters

Parameter Value

Type of area BU

Covered area 50 km?

Subscriber density 50 km 2

Subscriber distribution Gaussian

Class of terminals 80% portable, 20% vehicle
Velocity 3-50km/h

Grade of Service 5%

Table 2: Scenario 10 — Traffic per radio user

Parameter Value

Speech activity As = 20mE
Call duration Bs = 20s
Mean waiting time Tw = 48
Speech arrival rate Xs =3.6h7!
Short data (100 byte) arrival rate Asd = 20071
Middle data (2kbyte) arrival rate Ama = 0.5h~!

depicts the general parameters defined by scenario 10.
As can be seen from Table 2, the total traffic load
per mobile terminal is:

A=Xs + Asd + Apg = 241071 (1)

The speech arrival rate A; has been calculated using
As = A,/fs. The mean waiting time is defined as the
duration between the dialling of a subscriber number
or pressing the Push-to-Talk (PTT) button and the
successful completion of the call set-up.

Sixty percent of the voice calls are assumed to be
group calls, the mean group size is 20 mobile termi-
nals. We assume that the 2500 radio users are dis-
tributed over four TETRA cells providing full indoor
coverage. Configurations with 400, 500, 600, 700, and
800 users per radio cell are evaluated, taking into ac-
count a non-uniform distribution of the radio users
over the four cells.

TETRA systems allow queueing of call set-ups and
the Erlang C formula is applicable for trunking capac-
ity estimation under the call queueing strategy. Due
to the mean number of 625 radio users per cell the
total mean offered speech traffic is A = 12.5E. To
reach a call delay probability of pp = 5% at least
20 traffic channels and 1 control channel are required,
i.e. at least 6 carrier frequencies, accordingly 150 kHz
spectrum per radio cell, are required.

1.2 Simulation Concept

For the traffic performance evaluation of the TETRA
protocol stack the protocols of the air interface at ref-
erence point Uy have been implemented because they
are the key elements.

The structure of the simulator TETRIS is depicted
in Figure 1. The protocol stack of the TETRA V+D
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Figure 1: Structure of the simulation environment
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system has been specified with the help of Formal De-
scription Technique (FDT) to guarantee not only syn-
tactically and semantically unambiguous formal de-
scriptions of the communication protocols but also in-
teroperable and compatible implementations of these
protocols independent of their implementation [6].
The Specification and Description Language (SDL) is
the most widely used FDT in the area of telecommuni-
cations [5]. With the help of the G++ code generator
SDL2SPEETCL, which converts SDL phrase represen-
tation to Ct+ source code, the mobile and base sta-
tion protocol stacks have been embedded in the G-+
simulation environment. The Ct+ implementations
are based on the SDL Performance Evaluation and
Tools Class Library (SPEETCL)[1]. The SPEETCL
provides generic Ct++ classes as well as a simulation
library with strengths in random number generation,
statistics evaluation, and event driven simulation con-
trol.

The core of the simulator is the simulation control,
which creates mobile and base stations and assigns the
traffic generators to create specific traffic loads to the
individual mobile stations. Depending on the scenario
(see Section 1.1) the traffic generators are controlled
to offer a certain traffic load. A traffic load is defined
by inter-arrival times and the size of the data units.

Mobile and base stations communicate via uplink
and downlink channels by exchanging bursts. With
the help of error pattern files transmission errors can
be introduced on the uplink or downlink dependent on
the actual C/I value at the respective receiver. The
pattern files have been generated taking into account
a channel propagation model, the characteristics of
the TETRA physical layer, and the receiver charac-
teristics.

Having a TETRA network comprising of four radio
cells, co-channel interference is unlikely. Thus error-
free transmission is assumed in this paper. Mobility
and the mobility management protocol are not taken
into account because of the low terminal speed in com-
parison to the size of a TETRA cell. For further stud-
ies on the TETRIS simulation tool please refer to [4].
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1.3 Performance Measurements

Figure 2 shows the complementary distribution func-
tion of the RACH access delay for the traffic load pa-
rameters of scenario 10. The RACH is used to activate
point-to-point connections as well as group communi-
cations.

The access delay is defined as the duration between
the creation of a connection set-up request and the
reception of the acknowledgement of a successful con-
nection set-up sent by the BS. The access delay is in-
fluenced by the structure of the logical channels and
the collision resolution algorithm.

If the TETRA BS cannot assign capacity to an MS
within a preset time after a successful access on the
RACH, the MS accesses the RACH again to repeat the
capacity request. In the simulation results presented,
this time-out is set to 18 TDMA frames. Thus, the
access delay, as shown in Figure 2, also takes into
account the retransmission on the RACH due to this
time-outs.

With a higher traffic load offered, the probability
for a repetition of the capacity request is increased
because of the limited number of traffic channels. In
case of 400 MSs this delay probability is about 8 %
and with 800 MSs it becomes more than 20 %.

The connection set-up time, as shown in Figure 3,
includes both, the access delay and the waiting time
for the assignment of a traffic channel. The measure-
ments include point-to-point as well as group commu-
nications.

Because of the low collision probability the RACH
access delay for the first access is small and the con-
nection set-up time is mainly influenced by the wait-
ing time for a free traffic channel.
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Figure 3: Connection set-up time

1.4 Conclusions

The results for error-free transmission show that fast
call establishment times of about 300ms are only
achievable with low numbers of mobile stations or by
adding more control channels. This gets even worse
in high traffic load situation or if transmission errors
have to be considered.

2 Performance Evaluation of TAPS

The TETRA Advanced Packet Service (TAPS) is the
new high speed packet data service for TETRA (Re-
lease 2). It is heavily based on the (E)GPRS stan-
dards for GSM to enable cost effective and efficient
use of network resources. The changes introduced are
concerned with the matching of the frequency bands.
We use our (E)GPRS system simulator GPRSim to
get an idea of the performance that can be expected
of enhanced data services and multimedia applications
with TAPS.

After High Speed Circuit Switched Data (HSCSD)
has been introduced in some countries in 1999, the
first GPRS-based services have been available since
2001 in Europe. Many countries worldwide will in-
troduce GPRS in the next years. With these new
services mobile data applications with net bit rates of
up to 117 kbit/s will be offered and established on the
market. To realize higher data rates the Furopean
Telecommunications Standards Institute (ETSI) and
the 8rd Generation Partnership Project (3GPP) have
developed the Enhanced Data Rates for GSM Evolu-
tion (EDGE) standard, which offers a net bit rate of
up to 384kbit/s by means of modified modulation,
coding and medium access schemes (see [10, 17, 14]).

In parallel to the GSM evolution, the data appli-
cations performed by mobile users will evolve. In



the first phase of the GSM evolution, where the
data services Circuit Switched Data (CSD) and GPRS
are available, WAP-based applications as defined in
[22] running on smart phones and PDAs besides
conventional Internet applications running on laptop
computers or enhanced PDAs will dominate. Then
Video Streaming applications (see [8]) and Large Data
Transfer (LDT) applications including the Multime-
dia Message Service (MMS) based on WAP ver-
sion 2.0 as defined in [23] are felt to become more
popular with the optimization of GPRS and with the
introduction of EDGE and the related packet data
service Enhanced GPRS (EGPRS).

While for the time period right after the ser-
vice introduction minimal configurations were cho-
sen supporting only a basic availability of GPRS,
with increasing data traffic load in the next years
GSM/GPRS cell capacity will have to be extended.
For this evolution of GSM/GPRS networks and for
the introduction of EGPRS, dimensioning guidelines
are needed for operators, equipment manufactures
and system integrators. They should describe the
relationship between the offered traffic and the ra-
dio resources to be allocated to reach a desired
quality of service for the different applications (see
[20, 19, 15, 14]).

This part of the paper aims at presenting simula-
tion results for two predicted traffic mixes, one for a
GPRS evolution scenario and one for an EDGE intro-
duction scenario. The first one is composed of WAP,
WWW and e-mail, the second is defined by Stream-
ing, WWW and e-mail.

In Section 2.1 the potential applications and the re-
lated traffic models are introduced. After the descrip-
tion of the simulation tool GPRSim in Section 2.2
the traffic performance results are presented and in-
terpreted in Section 2.3.

2.1 Applications and Traffic Models

This section describes the traffic characteristics that
are expected in 2.5 and 3G mobile radio networks. Af-
ter the presentation of traffic models for the conven-
tional Internet applications WWW and e-mail, WAP
applications are depicted. Finally an introduction
into Streaming applications and the related traffic
models are given.

2.1.1 www

All applications summarized by World Wide Web
(WWW) are based on the Hypertext Transfer Proto-
col (HTTP), which uses the TCP/IP protocol stack.
HTTP organizes the transfer of Hypertext Markup
Language (HTML) documents (web pages).

WWW sessions consist of requests for a number of
pages. These pages consist of a number of objects
with a certain object size. Another characteristic pa-

rameter is the delay between two pages depending on
the user’s behavior to surf around the Web (see [7, 9]).
Table 3 gives an overview of the WWW traffic pa-
rameters. The small number of objects per page (2.5
objects), and the small object size (3700 byte) were
chosen, since Web pages with a large number of ob-
jects or large objects are not suitable for thin clients
such as PDAs or smart phones served by (E)GPRS.
The traffic characteristics of the WWW model can be
seen in the distribution functions of the object size.

2.1.2 E-mail

E-mails are transmitted by using the Simple Mail
Transfer Protocol (SMTP) or the Post Office Protocol
version 8 (POP3) for e-mail download. Since the size
of an e-mail download on a mobile device is the crucial
parameter for this research, a traffic model defining
e-mail sizes is suitable. The introduced e-mail model
based on [12] describes the load arising with the trans-
fer of messages performed by an SMTP user. The
only parameter is the e-mail size that is characterized
by two logz-normal distributions plus an additional
fixed quota of 300 byte (see Table 3). The base quota
was assumed to be a fixed overhead. Subtracting the
overhead, a bimodal distribution remained. The lower
80 % were said to be text-based mails, while the upper
20 % represent mails with attached files, which can be
rather large. The transition between these two distri-
butions is 2 kbyte. The maximum e-mail size is set to
100 kbyte.

2.1.3 WAP

The WAP specifications, which are the basis for the
implementation in today’s mobile terminals, includ-
ing the June 2000 Conformance Release, also known
as WAP 1.2.1, aim at optimizing the operation in
2G networks. Therefore WAP 1.2.1 defines a distinct
technology comprising protocols and content repre-
sentation. WAP is a suite of specifications that de-
fines an architecture framework containing optimized
protocols (e.g., WDP, WTP, WSP), a compact XML-
based content representation (WML, WBXML) and
other mobile-specific features like Wireless Telephony
Applications (WTA) as defined in [22].

WAP Release 1.x In addition to the goal of the opti-
mized operation in 2G networks, WAP has been devel-
oped because today’s graphics-enhanced web services
cannot be brought to and displayed on thin clients,
e.g., GSM mobile phones, and IP as the network layer
may not be applicable in some environments, e.g.,
WAP over Short Message Service (SMS) or Unstruc-
tured Supplementary Service Data (USSD).

Because of the optimizations and different protocols
it is not possible to run WAP end-to-end to a regular
Internet site. Instead, a WAP Gateway must be used.



Table 3: Traffic model parameters

WWW Parameter Distribution Mean Variance
Pages per session geometric 5.0 20.0
Intervals between pages [s] negative exponential 12.0 144.0
Objects per page geometric 2.5 3.75
Object size [byte] logs-Erlang-k (k = 17) 3700 1.36 - 10°
e-mail Parameter Distribution Mean Variance
e-mail size (lower 80 %) [byte] logo-normal 1700 5.5-10°
e-mail size (upper 20 %) [byte] logz-normal 15700 62.9 - 10°
Base quota [byte] constant 300 0

WAP Parameter Distribution Mean Variance
Decks per session geometric 20.0 3800
Intervals between decks [s] negative exponential 14.1 198.8
Size of ‘Get Request’ packet [byte] logo-normal 108.2 4.1-10%
Size of ‘Content’ packet [byte] loge-normal 511.0 3.63-10°

The main services a WAP Gateway provides is proto-
col conversion between WAP stack and Internet stack.
In addition to this standardized functionality, many
gateway vendors provide a variety of value-added ser-
vices that allow for personalization, for example.

WAP Release 2.0 In the specification WAP 2.0 as
defined in [23] some existing WAP protocols have been
extended by new capabilities. WAP 2.0 converges
with widely used Internet protocols like the Trans-
mission Control Protocol (TCP) and the Hypertext
Transfer Protocol (HTTP). Internet Engineering Task
Force (IETF) work in the Performance Implications
of Link Characteristics (PILC) Working Group has
been leveraged to develop a mobile profile of TCP for
wireless links. This profile is fully interoperable with
the common TCP that operates over the Internet to-
day. Further, WAP 2.0 does not require a WAP proxy,
since the communication between the client and the
server can be conducted using HTTP 1.1. However,
deploying a WAP proxy can still optimize the com-
munication process and may offer mobile service en-
hancements, such as location, privacy, and presence
based services. In addition, a WAP proxy remains
necessary to offer Push functionality.

In addition to protocol work, the WAP Forum has
continued its work on service-enabling features for the
mobile environment, like the Push service or synchro-
nization issues. Although WAP 2.0 has been finished
in 2001, WAP 1.x protocol stacks will still be used in
the mobile terminals in the next years. In this paper,
only WAP 1.x is regarded.

WAP Traffic Model A WAP traffic model has been
developed and applied in [16, 18].

A WAP session consists of several requests for a
deck performed by the user. The maximum amount
of data that can be transferred by one request de-

faults to 1400 bytes. The parameters are summarized
in Table 3. The main characteristic is a very small
mean packet size (511 byte) modelled by a logs-normal
distribution with a limited maximum packet size of
1400 byte (see Table 3).

2.1.4 Video Streaming

Many Internet portal sites are offering video services
for accessing news and entertainment content from
a Personal Computer (PC). Beside Motion Picture
Ezpert Group (MPEG), H.263 is the currently most
accepted video coding standard for Video Streaming
applications. In the near future, mobile communi-
cation systems are expected to extend the scope of
today’s Internet Streaming solutions by introducing
standardized Streaming services as described in [8].

In the scope of modelling video sources, a lot of
attention has been paid to long range dependent or
self-similar models of traffic streams in telecommuni-
cation networks (see [21]). Many of such models have
been used to investigate Variable Bit Rate (VBR)
video sources with a statistical analysis of empirical
sequences and estimation of the grade of self-similarity
(see [13]). Since MPEG and H.263 video traffic con-
sists of a highly correlated sequence of images due to
its encoding, the correct modelling of the correlation
structure of the video streams is essential (see [24]).

In this work no stochastical models of video streams
with self-similar or high-correlated traffic characteris-
tics are applied. Real video sequences coded by an
H.263 coder are used to generate the Streaming traf-
fic.

The Video Streaming traffic model used within the
scope of this work is based on three video sequences
in the format Quarter Common Intermediate Format
(QCIF) with the resolution of 176 x 144 pixels. The
sequences are proposed by the Video Quality Expert



Sequences offered IP traffic

Q20 80-10-10 Mix
Claire 10.9 kbit/s
Carphone 26.7 kbit/s 14.39 kbit/s
Foreman 31.7 kbit/s

Table 4: Offered IP traffic of video sequences

Group (VQEG) and are for this reason commonly
used. Each sequence is representing a particular group
of videos with different intensities of motion.

e Claire stands for a very low motion intensity and
can be seen as a characteristic video conferencing
sequence or inactive visual telephony.

e Carphone includes both, periods with rather high
motion and periods of low motion intensity. It
represents many kinds of vivid or active video-
conferences or even visual telephony.

e The third video, Foreman, is a sequence with per-
manently high motion intensity of both, the actor
and the background. This permanent motion is
characteristic for sport events or movie trailers.

The H.263 coder was used with a skip factor of 2,
which means that every second frame of the original
sequence was skipped so that the frame rate of the
coded sequences was reduced from 25 to only 12.5
frames/s.

The quantization level 20 (Q20) was adjusted for
Intra (I)- and Predictive (P)-frames. The resulting
video quality is marginal. But it is acceptable for mo-
bile devices with its limited visual output capacities.

A conservative mix of sequences including 80 %
Claire, 10 % Carphone and 10 % Foreman has been
selected for the simulations performed. The mix shall
represent video streams with low motion and only a
few streams with higher motion intensity.

Due to the negligible size of Real-Time Streaming
Protocol (RTSP) and Real-Time Protocol (RTP) con-
trol messages in comparison to the size of real-time
data, they have been neglected. The resulting average
IP traffic offered by this particular mix is 14.39 kbit /s
(see Table 4).

Beside visual telephony all of the new emerging
applications are relatively short in duration. So
called heavy users, generating long streams with
huge amounts of data, have not been taken into ac-
count. The duration of video sessions is modelled by
a negative-exponential distribution with an average
value of 60s. This is an assumption with regards to
the prognosis for 3G networks in [9] where the dura-
tion of real-time calls is proposed to be modelled by
a negative-exponential distribution.
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2.2 Simulation Concept

The full details of the GPRS protocol stacks of the
radio and the fixed network and of the Internet pro-
tocols including the characteristics of TCP currently
cannot be described by formulas usable in practice.
Since GPRS networks are presently introduced in the
field, traffic engineering and related performance re-
sults are needed soon, so that capacity and perfor-
mance estimations become possible for GPRS/EDGE
introduction and evolution scenarios.

Measuring the traffic performance in an existing
GPRS network is not possible, since a scenario with
a well-defined traffic load is hard to set-up, the evalu-
ation of the performance by measurement is very dif-
ficult, and the analysis of different protocol options is
not possible in an existing radio network.

Therefore computer simulation based on the pro-
totypical implementation (called emulation) of the
standardized GPRS protocols and the Internet pro-
tocols in combination with traffic generators for the
regarded applications and models for the radio chan-
nel are chosen as the methodology to get the needed
results rapidly.

The (E)GPRS Simulator GPRSim is a pure soft-
ware solution based on the programming language
Ct+. Up to now models of Mobile Station (MS), Base
Station (BS), Serving GPRS Support Node (SGSN),
and Gateway GPRS Support Node (GGSN) have been
implemented. The simulator offers interfaces to be
upgraded by additional modules (see Figure 4).

For the implementation of the simulation model
in Ct+ the Communication Networks Class Library
(CNCL) (see [11]) is used, a predecessor to the
SDL Performance FEvaluation Tool Class Library
(SPEETCL) presented in [6]. This enforces an ob-



ject oriented structure of programs and is especially
suited for event driven simulation.

Different from usual approaches to establish a sim-
ulator, where abstractions of functions and protocols
are being implemented, the approach of the GPRSim
is based on the detailed implementation of the stan-
dardized GSM and (E)GPRS protocols. This enables
a realistic study of the behavior of EGPRS and GPRS.
The real protocol stacks of (E)GPRS are used during
system simulation and are statistically analyzed under
a well-defined and reproducible traffic load.

The complex layers of the protocol stacks like
SNDCP, LLC, RLC/MAC based on (E)GPRS Release
99, the Internet traffic load generators and TCP/IP
itself are specified formally with the Specification and
Description Language (SDL), translated to G++ code
by means of the Code Generator SDL2CNCL (see [6])
and finally integrated into the simulator.

2.3 Performance Measurements
2.3.1 Simulation Scenario Parameter Settings

The cell configuration is given by the number of
Packet Data Channels (PDCHs) permanently avail-
able for GPRS. In this paper 1, 4, 6 and 8 fixed PD-
CHs have been regarded. For the GPRS simulation
series a C/I of 12dB (13.5% BLEP) has been regarded
and Coding Scheme 2 (CS-2) has been used. For EG-
PRS the channel conditions are determined by the cell
and cluster size that are the basis for the C/I calcu-
lation as described in [17]. Cluster size 7, a cell size
with a radius of 3000 meters and a velocity of 6 km/h
has been regarded. Both Link Adaptation (LA) and
Incremental Redundancy (IR) are applied.

LLC and RLC/MAC are operating in acknowledged
mode for WWW, e-mail and WAP and in unacknowl-
edged mode for Streaming. The multislot capability
is 1 uplink and 4 downlink slots. The MAC protocol
instances in the simulations are operating with 3 ran-
dom access subchannels per 52-multiframe. All con-
ventional MAC requests have the radio priority level
1 and are scheduled with a FIFO strategy. LLC has
a window size of 16 frames. TCP/IP header compres-
sion in SNDCP is performed. The maximum IP data-
gram size is set to 1500 byte for WAP and 552 byte
for the TCP-based applications. In the Internet stack
for WWW and e-mail TCP is operating with a max-
imum congestion window size of 8 kbyte. The trans-
mission delay in the core network and external net-
works, i. e., the public Internet is neglected, since it is
assumed that the servers are located in the operator’s
domain and the core network is well dimensioned.
Since the high round-trip time in GPRS networks is
mainly caused by Temporary Block Flow (TBF) es-
tablishment procedures at the air interface, the delay
in well dimensioned IP subnetworks does not have a
great effect on the end-to-end performance.

2.3.2 Performance and System Measures

To characterize the traffic performance of GPRS sev-
eral performance and system measures are defined in
the following. For the different applications different
critical performance measures will be regarded, since
different performance characteristics are required for
transaction-oriented applications and real-time appli-
cations, respectively.

Mean IP throughput per user is the downlink IP
throughput measured during transmission peri-
ods, e.g., the download period of a single object
of a web page. This is an important QoS param-
eter from a user’s point of view. The statistical
evaluation of this measure is done by counting the
amount of IP bytes transmitted in each TDMA
frame period for each user, if a packet train is
running. Thus, the throughput is not averaged
over inactive periods. The number of IP bytes
transmitted divided by the TDMA frame dura-
tion represents a simulation sample value in the
evaluation sequence. At the end of the simula-
tion the mean throughput is calculated from this
evaluation sequence.

Mean application response time is the difference
between the time when a user is requesting a web
page, a WAP deck or an e-mail and the time when
it is completely received.

Mean IP datagram delay is the end-to-end delay of
IP datagrams evaluated by means of time stamps
given to the datagrams, when the IP layer per-
forms an SNDCP data request for transmission.
When the datagram arrives at the receiver, the
difference of the actual time and the time stamp
value is calculated as a sample of the respective
evaluation sequence.

Mean throughput per cell is also called system
throughput and is calculated from the total IP
data transmitted on all PDCHs of the regarded
radio cell and for all users during the whole sim-
ulation duration, divided by the simulation dura-
tion. Since a loss of IP datagrams over fixed sub-
networks is not modelled, this parameter equals
the offered IP traffic in the radio cell.

PDCH utilization: is the number of MAC blocks uti-
lized for MAC data and control blocks normalized
to the sum of data, control and idle blocks. Thus
existing capacity reserves in the scenario under
consideration can be seen from this measure.

2.3.3 WAP in Comparison to Internet
Applications over GPRS

To be able to compare the user-perceived performance
of WAP in comparison to conventional Internet ap-
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Figure 5: Mean application response time

plications, the application response time is shown in
Figure 5(a) for pure WWW, e-mail and WAP traffic.

In situations with low traffic load the response time
for a WAP deck is below 2s, while the response time
for a web page is around 4s. The reason is that a web
page has a larger content size and is transmitted over
TCP.

In load situations with higher traffic load the re-
sponse time for a WAP deck remains nearly constant
for up to 20 MS. If only 1 PDCH is available, the
WAP response time increases to more than 10s for
20 MS in the radio cell. Because of the larger con-
tent size the response time for web pages passes 20s
already with 10 active MS in the radio cell even if
4 PDCHs are available. The reason for the strong
increase in response time for WWW and e-mail can
be seen in other evaluated measures like the down-
link PDCH utilization in Figure 7(a). 100 % PDCH
utilization is reached for WWW /e-mail traffic with 15
MS, while 15 WAP users are only utilizing the PDCHs
with 30 % for the same PDCH configuration.

Figure 6(a) shows the mean downlink IP through-
put per user during transmission periods. While the
throughput performance for pure WAP traffic remains
relatively constant with an increasing number of mo-
bile stations and 4 PDCHs, it decreases dramatically
for pure WWW /e-mail traffic because of the higher
offered traffic and the higher utilization. The poor
throughput performance for WAP traffic can be ex-
plained by the low WAP deck size. Such transaction-
oriented applications are more influenced by the high
round-trip-time, which is mainly caused by the high
delay over the air interface, than by the available bit
rate. Since the response time for a WAP deck is less

than 1.5s, which should be acceptable for a wireless
application, the user is not aware of this low through-
put performance.

Since WWW and e-mail applications comprise
larger file sizes to download than WAP-based appli-
cations do, the throughput performance perceived by
a user in situations with low traffic load ranges from
14 to 24 kbit/s. These performance values are mainly
influenced by the characteristics of the offered traf-
fic. Since the e-mail traffic model has larger file sizes
than WWW, the throughput performance is better.
With an increasing number of mobile stations up to
15 the saturation is reached and the performance for
WWW and e-mail users gets unacceptable and even
gets worse than the low throughput for pure WAP
traffic. In this situation with high traffic load the
WWW and e-mail traffic performance is less influ-
enced by the characteristics of the traffic model like
the file size, but by the load on the air interface.

2.3.4 Traffic Mix with WAP and WWW /e-mail
over GPRS

Since the predicted traffic mix for GPRS networks will
be composed of WAP traffic and conventional Internet
applications like WWW and e-mail, the GPRS traffic
performance for a traffic mix of 60 % WAP, 28 % e-
mail and 12 % WWW sessions will be regarded, here.

Figure 5(b) shows the application response time for
WAP decks, e-mails and WWW pages, respectively.
Compared to the graphs in the previous section, the
WWW and e-mail performance is not strongly af-
fected by WAP traffic, since small WAP packets
can be multiplexed seamlessly with the TCP-based
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WWW and e-mail traffic. The throughput (see Fig-
ure 6(b)) decreases slower with an increasing num-
ber of mobile stations than in Figure 6(a) with pure
WWW, e-mail and WAP traffic regarded separately,
since here WAP represents the main part of a traf-
fic mix and the total offered traffic per radio cell is
increasing much slower.

The same applies for the response time. In the sce-
nario with traffic mix WWW pages have a response

time of 5s with 10 active stations generating a traffic
mix, while 10 stations generating pure WWW traffic
have to wait for more than 20s.

The WAP response time increases slightly from 1.2 s
for pure WAP traffic to 2.1s for the traffic mix sce-
nario. The reason is that WWW and e-mail sessions
are composed of larger application packets that leave
less resources open for WAP users (see Figure 7(b)).
Nevertheless a response time for WAP decks of 2.1s
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still should be acceptable.

2.3.5 Traffic Mix with Video Streaming
Applications over EGPRS

As a typical EGPRS introduction scenario, Video
Streaming applications over EGPRS are examined in
coexistence with WWW and e-mail applications. Due
to the conservative predictions concerning the future
usage of Streaming applications the mix only contains
10 % Streaming sessions. The remaining part is as-

sumed to 63 % e-mail and 27 % WWW session. As the
critical performance measure the downlink IP data-
gram delay is regarded (see Figure 8(a)). Additionally
the downlink IP throughput per user in Figure 8(b) in-
dicates, if the Streaming data rate of 14.39kbit/s can
be maintained under a regarded number of mobile sta-
tions offering the Multimedia traffic mix. In addition
the distribution of the downlink TP datagram delay
for 1 and 10 mobile stations is shown in Figure 9(a)

and 9(b).
With 4 available PDCHs in the regarded radio cell

10



the TP datagram delay for Streaming increases dra-
matically to more than 10s with more than 6 ac-
tive stations that generate a traffic mix. With more
than 6 stations the throughput of 14.39kbit/s can not
be maintained, which shows that the performance for
Streaming users becomes unacceptable. With 6 and
8 PDCHs available in the cell 15-20 users generating
the traffic with 10 % Streaming can be satisfied. The
delay starts increasing dramatically with 15 and 20
users, respectively.

Regarding the downlink IP throughput per user in
Figure 8(b) there is no significant difference in the
performance between 6 and 8 available PDCHs. The
throughput for 4, 6 and 8 PDCHs start at the same
level of 14.39kbit/s. This is exactly the data rate
needed for the chosen video sequence. The downlink
IP throughput per user is remaining constant as long
as the necessary data rate for Streaming is provided.
Depending on the number of fixed PDCHs the real
time data rate is decreasing below the required rate
of 14.39kbit/s. At this point the IP datagram delay
is increasing dramatically. With 15 users the required
data rate can not be maintained any more.

The distribution functions in Figure 9(a) and 9(b)
confirm these interpretation. For one mobile station
90 percent of the IP packets for the Streaming appli-
cations are delivered within 150 ms. The performance
is not depending on the number of PDCHs available,
since the regarded mobile stations can use only maxi-
mum 4 slots on the downlink. For 10 mobile stations
and 4 PDCHs available more than 50 percent of the
IP packets are delayed more than 300 ms and the slow
increase of the distribution function indicates a high
delay variance, which makes the delay performance
for Streaming applications unacceptable. With 6 and
8 PDCHs 85 % of the IP packets or Streaming appli-
cations are delivered within less than 300 ms, which
makes the Streaming performance just acceptable for
10 users generating the Multimedia traffic mix. The
steps in the distribution functions are affected by the
segmentation of IP packets into radio blocks and the
number of radio blocks transmitted within a GPRS
radio block period of 20 ms.

The different requirements of the applications can
be supported by Quality of Service (QoS) manage-
ment functions in the RLC/MAC layer (see [15]). The
transmission of Streaming data may be privileged on
the expense of background traffic. While the appli-
cation response times for WWW and e-mail would
increase, the Streaming application would be able to
proceed, although high background traffic load oc-
curred in the cell.

2.4 Conclusions

In this section the performance of different Multime-
dia applications in packet-switched cellular radio net-
works based on GPRS and EGPRS is presented. As
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TAPS is based on GPRS the performance of TAPS
can be deduced. For GPRS introduction and evo-
lution scenarios WAP applications and a traffic mix
of WAP and conventional Internet applications over
GPRS are examined. After the performance charac-
teristics of WAP and Internet applications have been
regarded separately, the effects of coexisting Internet
traffic on WAP traffic and vice versa are outlined.
It has been shown that WAP traffic can be multi-
plexed seamlessly with the Internet traffic because of
the small and limited WAP deck size, while Internet
traffic slightly slows down WAP traffic in situations
with high traffic load. Regarding Video Streaming
applications in coexistence with TCP-based applica-
tions over EGPRS it has been shown that only a small
number of Streaming users can be served by EGPRS,
even if the percentage of Streaming in the traffic mix
is low. At least more than 4 fixed PDCHs should be
available to support Streaming applications together
with background TCP traffic. Privileged transmis-
sion of real-time data, realized by QoS management,
is one approach to provide the required bit rate for
video streaming in situations with high traffic load.

3 Implications for Broadband Public
Safety Communication Systems

Since a self-organizing network can work without any
preexistent infrastructure, it can be rapidly deployed.
This feature is especially beneficial for temporary ap-
plication scenarios, such as short term events, exten-
sion of the radio coverage of fixed infrastructure ra-
dio networks, disaster relief and military applications.
Meanwhile, such a network is very reliable as failure
or departure of some wireless stations will not cause
the failure of the whole network. Due to the simplic-
ity, flexibility and low cost to deploy a self-organizing
network, the interest in such kind of networks will be
ever increasing.

3.1 Centralized vs. Decentralized

It seems that self-organizing means that no central
control will be used in the network. So a self-
organizing network should naturally be decentralized.
This is fully true as long as high performance multime-
dia must not be supported. The controversy whether
a self-organizing broadband wireless network should
be controlled in a centralized or decentralized way
arises due to the consideration that provision of QoS
requirements may be easily realized by a central con-
troller. Based on this consideration, many researchers
have developed algorithms to select central controllers
in a self-organizing environment. With a simple net-
work topology, in which a central controller can be
optimally selected and the other wireless stations can
successfully receive the control information from the



central controller, the centralized self-organizing net-
work may function well. But in most cases, no matter
how good the selection algorithm is, a centralized so-
lution suffers from the following inherent problems:

1. To realize self-organization, most wireless sta-
tions should have an in-built central controller
function. As a central controller in a broadband
wireless network needs very high computing ca-
pacity, the hardware requirements on the wireless

stations increase dramatically.

. The network will be complicated and vulnera-
ble. The failure or departure of the selected cen-
tral controller will cause temporary chaos in the
whole network.

. Direct mode and multihop communication can-
not be realized efficiently as communication is
possible only under control of a central controller.

. The scarce frequency spectrum cannot be used
efficiently. Neighboring central controllers must
use different frequencies. Dynamic channel allo-
cation which is inherent in decentralized networks
is not easy to perform.

. A wireless station may not be able to associate
because it may not be able to receive the infor-
mation from the central controller or the central
controller cannot hear this wireless station.

As the centralized solution for self-organizing
broadband wireless networks suffers from the limita-
tions described above, we are sure that the best way
for self-organizing broadband wireless networks is still
the decentralized solution. The responsibilities of the
organizing and controlling of self-organizing networks
should be fully distributed among the wireless sta-
tions themselves. Every wireless station decides by
itself when and how to send its information according
to predetermined algorithms and protocols.

As we decided to adopt the decentralized solution,
we face another challenge, that is how to realize QoS
guarantee in a fully distributed broadband wireless
network.

3.2 Packet-oriented vs. Channel-oriented
3.2.1 The Packet-oriented solution: IEEE 802.11

Due to the worldwide great success of Ethernet,
the packet-oriented Carrier Sense Multiple Access
(CSMA) protocol is pervasive in the area of LAN.
So the WLAN standard IEEE 802.11, viewed as a
wireless extension of Ethernet, has also adopted the
packet-oriented Carrier Sense Multiple Access with
Collision Avoidance (CSMA/CA) access scheme [28].
A high speed physical layer in the 5 GHz Band, called
IEEE 802.11a, has also been specified as a supplement
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to IEEE 802.11. The data rates of IEEE 802.11a will
be up to 54 Mbit/s [26].

Although the Distributed Coordination Function
(DCF) of IEEE 802.11 is fully decentralized and
self-organizing, it is not, however, suitable for self-
organizing broadband wireless networks because of its
inefficiency and no means to guarantee QoS.

The success of the Ethernet is due to its simplicity.
The increasing bandwidth requirements have been
met by the high speed Ethernet of 100 Mbit/s and
1 Gbit/s. IEEE 802.11 WLAN, however, has a differ-
ent transmission medium. It is impossible for IEEE
802.11 to apply CSMA/CD because the sending sta-
tion can not detect any ongoing collision. So IEEE
802.11 can only use a CSMA /CA protocol. To achieve
Collision Avoidance (CA), a large protocol overhead,
such as backoff, is necessary. In addition, the ex-
istence of hidden stations in wireless environments
makes the CSMA-like protocol very inefficient [32].
To overcome this problem, IEEE 802.11 has specified
the RTS/CTS mechanism that increases the protocol
overhead. It is worth mentioning that RT'S/CTS can
not solve the hidden station problem completely (see
Section 3.3). Moreover, one of the main advantages
of the packet-oriented CSMA protocol namely that
the transmission of large packets can achieve high ef-
ficiency, is no longer valid in the wireless environment
because the packet error probability will be higher
for larger packets. Assume that the Packet Error
Rate (PER) of a short packet is 3%, then the PER
of a large packet of 10 short packets length will be
1 —(1—0.03)!° = 26%, which is no longer accept-
able. So large packets have to be fragmented to short
packets to achieve sufficient transmit reliability. Such
a fragmentation will increase the overhead.

In our research, we have found that provision of
QoS requirements of high performance multimedia ap-
plications in a packet-oriented self-organizing wireless
network appears to be impossible.

3.2.2 The Channel-oriented solution: W-CHAMB

Inspired from GPRS and DECT concepts, we de-
veloped a channel-oriented solution — Wireless
CHannel-oriented Ad-hoc Multihop Broadband (W-
CHAMB) networks — for a self-organizing broadband
wireless network. W-CHAMB adopts the key idea of
GPRS, that is statistical multiplexing of bursty traffic
through packet reservation, and the most advanced
feature of DECT, that is dynamic channel selection
according to the measured signal level Radio Signal
Strength Indicator (RSSI) [20]. Tt differs from the
GPRS and DECT with its ability to operate in a mul-
tihop environment and in a fully distributed manner.
The most significant feature of W-CHAMB is that it
meets QoS demands for different services and realizes
statistical multiplexing of bursty traffic in a fully dis-
tributed and efficient manner.
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W-CHAMB channel access structure Transmis-
sion of packets in W-CHAMB networks is channel-
oriented. The transmission time scale in W-CHAMB
networks is organized in periodic frames, each con-
taining a fixed number of time slots, see Figure 10.
All Wireless Stations (WSs) of the network are syn-
chronized on a frame and slot basis.

To use channel resources more flexibly for heteroge-
neous applications, periodic slots are used as physical
channels to provide transmit capacity for several Log-
ical Channels (LCH), e.g. LCH1/2 uses one slot every
two frames, see Figure 11. The first slot of the frame
is used as Access Channel (ACH), where a number
of energy signals and an access signaling packet (acc
s-pkt) can be transmitted. The other slots are used as
physical Traffic Channels (TCHs), each for one data
packet transmission per frame. Each data packet has
a user data unit, such as an ATM cell, and a packet
header containing information, such as packet identi-
fier, sequence number, time information, etc., see [29].

At the end of the frame a number of minislots fol-
low. Each minislot is associated with a TCH. If the
TCH shall stay reserved, the receiving WS sends an
energy signal (E-signal) on the corresponding mini-
slot. The introduction of minislots may reduce the
time available for message transmission. However,
each minislot carries only a single on-off pulse of the
unmodulated carrier, so that the related overhead is
generally quite small. Moreover, as we use the same
kind of E-signals to realize the distributed transmit
priority, this solution does not increase hardware com-
plexity. The E-signal is transmitted on the carrier
frequency, so that the detection delay is negligible.
The performance gain of this solution is evaluated in
Section 3.3.

Dynamic Channel Reservation As an example,
we demonstrate the procedure of Dynamic Channel
Reservation (DCR) for S; to send an information
burst to S3, see Figure 12 and 11. At the beginning of
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Figure 12: Self-organizing broadband wireless net-
work

the channel reservation, S; contends for transmitting
an acc s-pkt via the ACH using the distributed access
priority. The acc s-pkt contains a set of free LCHs
that have a low noise level and could be used in the
view of S1. In the event that S; did send the acc s-pkt,
and the addressed station, e.g. So, could successfully
receive this acc s-pkt and could find at least one of the
LCHs proposed by S1, to be also free in the view of
Sa, it responds to S; with an acknowledgment (ack)
s-pkt via the selected LCH, e.g. LCH1/1 on TCH 2
in Figure 11, and starts sending an E-signal on the
corresponding minislot 2. By this procedure, a LCH
is reserved between S; and Sy. All other WSs in the
detection range of S7 and/or Se will mark this LCH
as reserved. The hidden station problem is resolved
by the E-signal sent by Ss. At the end of its infor-
mation burst, S7 stops transmitting on the reserved
LCH and S; stops sending the E-signal on the corre-
sponding minislot. WSs in the range of S; and/or S,
that detect then the TCH 2 unused will mark it in
their local channel occupancy list free again.



Distributed Access Priority To be able to prioritize
areal time VBR service, we define the QoS of real time
VBR traffic services in terms of a maximum tolerable
packet delay D,,.. and a packet dropping probabil-
ity, Parop- To give the more urgent information burst
a higher access priority, we use a distributed access
priority algorithm [30, 31].

Adaptive Back-off In spite of using the distributed
access priority, a collision on the ACH may happen
if: (1) two WSs use the same priority; (2) contending
WSs are hidden to each other. To avoid repeated
collisions, we use an adaptive back-off algorithm [30,
31].

ABR reservation interrupted on demand ABR
traffic is multiplexed with rt-VBR traffic in the air
interface. To use bandwidth efficiently, ABR services
will use bandwidth resources which are temporarily
not used by VBR services. As WSs reserve LCHs in
an uncoordinated manner, an algorithm is necessary
to ensure that a rt-VBR burst can always find a free
LCH before its access deadline and at the same time
the free bandwidth can be efficiently used by the ABR
service. For that purpose any station receiving a re-
quest to open a LCH for a rt-VBR service will inter-
rupt an ongoing ABR transmission and allocate the
LCH freed by this to the rt-VBR service requested.

For the ABR traffic, the available bandwidth re-
sources should be shared fairly among the WSs and
should be used efficiently. On the one hand, it should
be avoided that a WS reserves a LCH for a long time
while other WSs may have no opportunity to send
any ABR traffic. On the other hand, it should also
be avoided that a WS is not allowed to transmit ABR
traffic continuously even though there are enough free
LCHs. To deal with this problem, a WS must check
the channel occupancy situation at the end of each
ABR burst transmission to evaluate the system traf-
fic load. If the spectrum is highly loaded, the WS
must back off for some time before it is allowed to
apply for a LCH for ABR traffic again.

3.2.3 Performance comparison

Compared to the packet-oriented TEEE 802.11, the
channel-oriented W-CHAMB LAN has the following
advantages: (1) It achieves high network efficiency.
(2) It supports rt-traffic in a fully distributed man-
ner. With realistic Ethernet packet sizes with a mean
of 434 bytes for an IEEE 802.11 WLAN at the trans-
mission rate of 24 Mbit/s, the superiority of the per-
formance of W-CHAMB can be seen from the simu-
lation results in [34].
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3.3 The hidden station problem

Hidden stations may result in extreme inefficiency in
self-organizing wireless networks. A hidden station is
a station that cannot sense the transmission of the
sending WS, but will cause interference to the re-
ceiving WS if it transmits. Hidden stations can be
caused by obstruction, see Figure 12. Assume that S,
is receiving data from S;. But S3 cannot sense the
transmission of S; because of the obstructer. If Ss
transmits at the same channel as used by S, Sy will
be interfered. S3 is a hidden station in this case. Hid-
den stations may be caused by the multihop environ-
ment. Even if there is no obstructer, hidden stations
can result from the different distances among wireless
stations. Assume that Sy is receiving from S again.
As S5 is out of the detection range of Sy, it cannot
sense the transmission of S7. So S5 is a hidden station
which may cause interferences to So. Hidden stations
may degrade the network performance substantially.
There are two basic approaches to solve the hidden
station problem:

1. The busy tone solution was firstly proposed in
[32] to combat hidden stations in CSMA systems.
A busy tone signal is sent by the receiving station
on a narrow band channel to make a hidden sta-
tion aware of an ongoing transmission and pre-
vent it from transmitting and interfering. The
limitation of the busy tone solution is the need of
a separate channel, the need of additional hard-
ware for the receiver to transmit the busy tone
while receiving on the data channel and the large
delay of detecting the busy tone in a narrow band
channel. The last limitation makes it impossible
to use the busy tone solution in broadband wire-
less networks.

The RTS/CTS (request to send/clear to send)
mechanism as specified in IEEE 802.11 is able to
combat hidden stations. A station that intends to
send a data packet sends a RTS packet to the re-
ceiver. After reception, in turn, the receiver sends
a CTS packet to indicate it is ready to receive
data. Other stations that receive the RT'S and /or
CTS packet will defer their access for a period
of time according to the transmission duration
information contained in the RTS/CTS packets.
The goal of the RT'S/CTS mechanism is that hid-
den stations should receive the CTS packet and
would cooperate then. But the RTS/CTS mech-
anism does not solve the hidden station problem
completely. Some cases remain where hidden sta-
tions cannot receive the CTS packet. For exam-
ple, see Figure 12, Sy cannot receive the CTS
packet from Sy because it is out of the decode
range of So. But Sig can cause interference to Ss
as Sig is still in the interference range of Ss. The
interference range is usually much larger than the
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Figure 13: VBR packet dropping probability, ¢ = 0.58

decode range. In some cases, even though a sta-
tion is in the decode range of the receiver, it may
not be able to receive the CTS packet because
of the interference of other stations. For exam-
ple, Sg is in the decode range of S5. But if Sy is
sending while Sy transmits the CTS packet, Sy
cannot receive the CTS of the S5. So Sy may ac-
cess the channel after Sy ended the transmission,
which causes interference to Ss.

In the W-CHAMB network, the hidden stations
problem is solved completely through E-signals trans-
mitted on minislots, see Section 3.2.2. Although the
introduction of minislots does increase the system
overhead, the performance gain of using E-signal can
be derived from Figure 13. The network through-
put is defined as the number of successfully trans-
mitted data packets divided by the simulated time
(counted in slots). The simulated network consists of
20 WSs with a connectivity of 0.58, see Section 3.4.
The length of a minislot is assumed 10% of a nor-
mal slot. ABR traffic and rt-VBR traffic are mixed,
each 50%. The packet error rate is assumed to be
3%. If the E-signal is not used, all WSs that receive
an ack s-pkt keep silent for the duration of the trans-
mission so that the ack s-pkt has a function similar
to CTS packets [34]. So the performance resulting in
Figure 13 indicates that the RT'S/CTS mechanism is
not enough to solve the hidden station problem.

3.4 Impact of network connectivity

To study the impact of the network connectivity on
the traffic performance, we consider a 5x5 square grid
network with 25 wireless stations. A desired network
connectivity is achieved by adjusting the fixed trans-
mit power of the wireless stations accordingly. The
connectivity is defined as the mean number of neigh-
bors to a WS, normalized by the number of the max-

imum possible number of neighbors. ¢ = w— X

N(N-1)
Zivzl n;, where n; is the number of neighbors to sta-
tion 4, N is the number of stations in the network.
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This means a fully connected network has a connec-
tivity of 1.

The packet error rate depends on the Carrier-to-
Interference Ratio (C/I). We assume the same phys-
ical layer as defined for H/2 and use the results of
[33] concerning the relation between the C/I and the
packet error rate. We assume that the power at the
distance v from the transmitter is W = kv~ where
k is a constant for all stations. A typical value for
WLAN environments is o = 4.

Each wireless station produces a Poisson traffic
stream and randomly selects another station as its
traffic sink. The burst length of traffic is geometri-
cally distributed with mean of 30 packets, each sent
in one time slot. The packet size is 54 bytes. The
interarrival time of bursts is negative exponentially
distributed. The mean value of the interarrival time
is adjusted to meet the traffic load to the whole net-
work. In our simulation, we decided to drop packets
that have exceeded a delay of 15000 slots, e.g. 300 ms.

Figure 14 and 15 show the impact of the net-
work connectivity on the network throughput and the
mean end-to-end packet delay. With a connectivity of
0.93, the network has the highest traffic performance.
There, the throughput is increased linearly with the
traffic load until a traffic load of about 0.71, where
the network becomes saturated. Many packets are
dropped then due to large delay. At the traffic load
of 0.84, the network throughput declines by about 8%
owing to changes of lengths of the connections counted
in hops. It can be seen that the traffic performance is
reduced with a smaller connectivity. With a connec-
tivity of 0.24, the network is saturated at a traffic load
of 0.31. The strong decline of the throughput at the
load of 0.38 is due to a increased mean number of hops
of each connection still served. The mean delay ver-
sus traffic load at different connectivities is shown in
Figure 15. It can be seen that if the network is lightly
loaded, the mean delay increases slowly with increased
traffic load. The mean delay increases significantly if
the network approaches saturation. With ¢ = 0.93,
the mean delay indicates saturation at a traffic load
of 0.71. Under higher traffic load, the mean delay in-
creases further, but with a reduced slope since pack-
ets with large delay are dropped there and are not
counted in the mean delay. The significant change of
the packet delay when the network approaches satu-
ration can also be seen from the Complementary Dis-
tribution Functions (CDF) of end-to-end packet delay
with the different traffic loads at the connectivity of
0.93, see Figure 16 . It can be seen that there are
two groups of delay distribution curves. One com-
prises distributions with the traffic loads under 0.71.
The other those with traffic loads above 0.71. As the
network is lightly loaded under traffic loads of 0.64,
data packets experience smaller delay. Above traffic
loads of 0.71, the network is saturated. So data pack-
ets experience larger delay. All the curves decline at
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the delay of about 15000 slots (300 ms) dramatically
since packets that exceed that delay are dropped at
the source stations. The delay of dropped packets is
not considered in the curves. Some packets may expe-
rience a delay larger than 15000 slots as packets that
have left the source station are not dropped in the
relay stations.

Although frequency spatial reuse is possible in net-
works with a small connectivity and has been consid-
ered in our simulations, the system capacity is used up
rapidly owing to the multihop transmissions needed
for end-to-end connections. The benefits of frequency
spatial reuse in multihop networks is adverse to that
of cellular networks that only use one hop per connec-
tion. It can be derived from the results presented that
in multihop networks, frequency spatial reuse does not
remarkably increase the network capacity. A compar-
ison of the saturation throughputs of 0.71 and 0.31
under connectivities of 0.93 and 0.24 indicates that a
factor of about 4 in connectivity does correspond to a
factor of about 2.3 in saturation throughput. This is
due to the frequency reuse.
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Figure 16: End-to-end packet delay CDF, ¢ = 0.93

3.5 Conclusion

We have presented some ideas and solutions for
the design of self-organizing broadband wireless net-
works. We have shown that QoS cannot be guaran-
teed to high performance multimedia applications in
a packet-oriented self-organizing wireless network.

Channel oriented packet transmission has proven
to be appropriate to control QoS in a self-organizing
wireless network. The maximum number of hops of a
connection should be limited to achieve a reasonable
traffic performance. Another lesson we learned is that
a network with decentralized control is best suited for
the operation of a self-organizing broadband wireless
network. It can be expected that the centralized de-
sign of H/2 phase 1 will reach its limitations soon if
the number of users in the 5-6 GHz unlicensed fre-
quency spectrum will increase. So an extension of
H/2 to a fully decentralized self-organizing network
appears to be necessary in the future.

The traffic performance of existing TETRA and
(E)GPRS systems give lower bounds for achievable
delays and throughput in broadband communication
systems.
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