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Abstract—With the introduction of different multimedia services
for the Universal Mobile Telecommunication System (UMTS), perfor-
mance of the TCP/IP protocol becomes a crucial issue. A key differ-
ence to existingIP version 4 (IPv4) implementations is the usage ofIP
version 6 (IPv6) for data services in UMTS. Apart from various ad-
vantages of the new protocol version, IPv6 itself uses a significantly
enlarged header as compared to IPv4. In combination with a rela-
tively low amount of data per packet, this turns out to be a crucial
issue in bandwidth-limited wireless systems.

Hence the following investigations are concerned about the specific
(dis-) advantages when using IPv6 instead of IPv4 in UMTS. Special
respect is drawn to the effect of header compression, as provided by
the Packet Data Convergence Protocol (PDCP). Apart from this, par-
ticular services, like Voice of IP (VoIP), are known to produce fairly
small packets. Consequently, the second part of the investigations is
dedicated towards the effects of using differentMaximum Segment
Sizes (MSS) and packet sizes in the IP layer.

Keywords—UMTS, IPv4, IPv6, PDCP, Header Compression, Per-
formance Evaluation, Protocol Simulation, System Modelling

I. I NTRODUCTION

The wireless delivery of multimedia services is one of
the goals of 3rd generation mobile communication sys-
tems. UMTS [1, 2] will provide data services with dif-
ferent data rates of up to 2 Mbps, depending on the cur-
rent scenario. Disregarding the actual bandwidth, the men-
tioned applications are typically based on the TCP/IP pro-
tocol stack [3]. Different to original Internet applications,
theUMTS Terrestrial Radio Access Network (UTRAN), in
conjunction with the 3GPP protocol stack, imposes spe-
cific parameterizations for the TCP/IP [4]. Furthermore,
for instance video broadcasting, is demanding for new fea-
tures, such as multi-cast support. Last but not least this
criterion, together with some other issues, imply the use of
IPv6 [5–8] rather than IPv4.

With respect to the intended investigations, this paper
first of all presents a brief overview on the structure of the
simulator. Following, the differences of both header ver-
sions with special respect to TCP and UDP headers are pre-
sented. Furthermore, the implemented compression mech-
anisms are shortly explained and exemplary depicted for
the TCP header. Using the rather simple UDP header, a
practical calculation of the achievable gain is shown. Fol-
lowing this summary, delay and throughput characteristics
for a file download via theFile Transfer Protocol (FTP) are
presented. Thereby special attention is payed to different
MSSs and changing FTP packet sizes.

For this purpose theUMTS Radio Interface Simulator
(URIS), a flexible UMTS protocol simulator, has been
used. Apart from an accurate implementation of the con-
sidered TCP/IP protocols, it also offers a rather complete
3GPP protocol stack for UMTS. Considering the interac-
tion of IETF and 3GPP protocols enables for comprehen-
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sive investigations of the overall system behaviour. In
particular the interaction between the IP layer and the
RLC layer has been considered in more detail. The re-
quired adaptation is provided by the PDCP, while this layer
also implements different header compression algorithms.
Since IPv6 initially generates more overhead due to larger
headers, appropriate compression is highly recommended
in most cases.

II. SIMULATOR DESIGN

Investigations on protocol level require a deeper un-
derstanding of the interactions inside the different layers.
Therefore, the URIS core consists of an almost bit-accurate
model for the 3GPP layers one to three, as well as the IETF
layers three and four. The implemented structure can be
found in fig. 1, indicating also the two different planes in
the UMTS. TheRadio Resource Control (RRC) is located
in the control plane with the ability to manage and config-
ure the entire protocol stack. On the other hand, TCP/IP
can be found in the user plane to provide the appropriate
interface for packet switched connections. Adaptation to-
wards the 3GPP protocol stack is realized by means of the
PDCP, which is also part of the UMTS specification.

Most of the protocols, apart fromRadio Resource Man-
agement (RRM) algorithms, are implemented in theSys-
tem Description Language (SDL). This is done individu-
ally for mobile and base stations. In addition, the URIS
provides various types ofLoad Generators (LGs) on top
of the SDL implementation. Besides different multime-
dia services, in particular the generation of FTP load has
been used for the investigations. It produces downlink-
only traffic, since the amount of uplink data can usually
be neglected. Below the SDL environment, embedding the
protocol stacks, a simple channel model has been used.

III. TCP/IP HEADERS AND COMPRESSIONMODES

According to [9] different types of header compression
mechanisms are available. As briefly discussed in [10],
not only the headers added by the network protocols IPv4
or IPv6 can be compressed. Furthermore, also the over-
head generated by the transport layer, namely from TCP or
UDP, can be largely reduced by compression. An overview
on the overall achievable ratios is therefore presented in
tab. III. Different to the initial overhead, the remaining
amount of data after compression is not always constant.
This is essentially related to the fact, that for instance dif-
ferent compression algorithms are available for TCP.

As depicted in fig. 2, basically three different field types
can be distinguished in the TCP header. These include the
static fields, namely the ports and the packet offset (light
gray). Using compression, based on context information
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TABLE I

COMMON PARAMETERS OFFTPSESSIONS

FTP Parameter Distribution Mean Variance

Session Arrival Rate [h−1] negative exponential 20 —
Session Size [bytes] log2-normal log2 32768≈ 15 (log2 16)2 ≈ 16
Object Size [bytes] log2-normal log2 3000≈ 11.55 (log2 16)2 ≈ 16
Time between Objects [s] log10-normal log10 4≈ 0.6 log10 2.55≈ 0.4
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Fig. 1. URIS structure overview

at the decompressor, these fields can be entirely omitted
during transmission. Furthermore, most of the other fields
(dark gray) contain information usually changing only in
small steps or even not at all. These are predestined for
delta encoding, namely only transmitting the differences,
in case they occur. Third field type to mention are those
containing pure random information (transparent), which
can not be compressed at all. Considering the figure, only
the checksum field belongs to this type, while it will always
be transmitted to enable for validation at the receiver.

Looking at the resulting, fully compressed header, its
structure looks typically like in fig. 3. It contains now just
four mandatory fields (light gray), including theContextID
(CID), flags indicating individual delta encoded values and
the two byte TCP checksum. Additionally, it might con-
tain random fields (dark gray) and following delta values
(transparent), in case the appropriate flags are set.

To provide a simple example for the achievable gain by
compression, the combination UDP with IPv6 should now
be considered. According to [10] the IPv6 header itself
has an initial length of 40 bytes, while UDP (fig. 4) adds
another eight bytes. Finally this ends up in a raw overhead
of 48 bytes. Using most efficient compression reduces the
amount of IP header overhead to zero bytes, since no ran-
dom or delta encoded fields are included. The only remain-
ing four bytes are resulting from the UDP header. These
include just one byte for the CID, one byte for theGener-
ation value and two bytes for random fields. The latter are
resulting from the header checksum (16 bits), which is re-

quired by the receiver to validate the packets. Finally, this
results in an absolute reduction of 48 bytes down to four
bytes or approx. 9% down to<1% relative to a MSS of
512 bytes.

TABLE II

VARIABLE PARAMETERS OFFTPSESSIONS

FTP Parameter Value

Packet Size (large) [bytes] 10000
Packet Size (small) [bytes] 2048
MSS (large) [bytes] 1024
MSS (small) [bytes] 512
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Fig. 2. Uncompressed TCP header
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(b) Throughput, IPv6, 0.5 kB MSS, Large Packets
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(d) Throughput, IPv6, 0.5 kB MSS, Small Packets
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Fig. 5. FTP throughput results
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Fig. 6. FTP delay results
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TABLE III

HEADER OVERHEAD COMPARISON(IN BYTES)

Protocol Segment Header Overhead Compr. Hdr. Overhead

TCP/IPv4 512 40 7.8% <10 <1%
TCP/IPv6 512 60 11.7% <10 <1%
UDP/IPv4 512 28 5.5% 4 0.8%
UDP/IPv6 512 48 9.4% 4 0.8%
TCP/IPv4 (mobile IP) 512 60 11.7% <10 <1%
TCP/IPv6 (mobile IP) 1500 100 7.1% 4-7 0.4%
TCP/IPv6 (mobile IP) 512 100 19.5% <10 <1%

IV. SIMULATION SETUP

Simulations have been carried out with the already
mentioned protocol simulator URIS. To simplify the un-
derstanding of effects related to header compression and
changing MSS, FTP as a rather simple traffic model has
been chosen. Assuming by far most of the traffic on the
downlink, the uplink has been entirely neglected. Conse-
quently, the general parameters for the downlink can be
found in tab. I, whereas scenario-specific params are in
tab. II. The model for FTP traffic generation is based on
a certain average amount of sessions per hour. Within ev-
ery session a variable amount of bytes is generated. This
corresponds to the overall amount of data from multiple
files. After all every file has its individual size and trans-
mission time, which is modeled by the object size and the
time between the objects within every session.

Apart from the mentioned static parameters, the proto-
col stack has been reconfigured multiple times to investi-
gate different scenarios. These can be distinguished by ei-
ther using IPv4 (throughput in left column of figs. 5, delay
in left column of figs. 6) or IPv6 (throughput in right col-
umn of figs. 5, delay in figs. 6). Furthermore, two different
MSSs of 512 bytes (upper block of the plots) or 1024 bytes
(lower block of the plots) have been parameterized. Fi-
nally, also the maximum packet size, as generated by the
FTP traffic generators, has been set to either 10.000bytes
or 2048bytes. Packet size and MSS together are of great
importance for the grade of fragmentation in the IP layer,
thus careful adaptation appears to be mandatory. On the
other hand, using either IPv4 or IPv6 also has a significant
influence on the performance.

Summarizing the expected effects, the following re-
marks can be made in advance.Increasing the MSS re-
duces the relative header overhead and thus should in gen-
eral allow for a higher throughput. Furthermore, also the
delay might increase, since the transmission of every sin-
gle packet needs more time. On the contrary,increasing
the packet size results in less context re-creations for the
decompressor, since the average amount of packets per ses-
sion is reduced in this way. Finally, usingIPv6 instead of
IPv4 requires much more data to be transfered for the raw
header information. On the other hand, the IPv6 header in
general allows for entire compression down to zero bytes,
which is not feasible for IPv4 headers. The latter at least
contains a certain amount of random information, which
has to be transfered within every packet.

Due to these differences in the header structures three
different types of investigations have been made for every
scenario. In particular with respect to the amount of delta-
compressible fields performance differs significantly. They
can be distinguished by either using no compression (dot-
ted curve), compression without delta information (dashed
curve) and full compression (solid curve), including dif-
ferential encoding. Common to all investigations is a rela-
tively bad channel with a 10%Block Error Rate (BLER).
Channel quality in particular allows for investigations on
the effects of frequently lossed compressed packets be-
longing to the same context.

V. SIMULATION RESULTS

Considering the results, the primary focus is on the
throughput graphs, since the delay curves usually show
the corresponding behaviour. Within the simulator, the
throughput is calculated as the individual packet size di-
vided by its delay. Thus good throughput performance is
typically related to low delay values. Evaluating the first
two IPv4 graphs (fig. 5(a) and fig. 5(c)), delta-compression
strongly benefits from long packet sequences. These ap-
pear in particular if the generated FTP packets are rela-
tively large and thus segmentation occurs frequently. On
the contrary, with IPv6 the performance suffers especially
in the uncompressed scenario (fig. 5(b) and fig.5(d)) when
lowering the packet size. While here the maximum packet
size is twice the MSS, small IP packets will occur fre-
quently, containing a significant amount of header over-
head.

Turning now over to the enlarged MSS of 1 kB, some
other effects can be found. While larger MSS in case
of IPv4 show better performance in particular for the un-
compressed scenario (fig. 5(e)), this effect is hardly visi-
ble in the IPv6 case. Instead, fig. 5(f) shows a noticeably
decreased performance for the fully compressed headers.
Obviously, the context recovery for the enlarged IP pack-
ets needs more time, resulting in increased transmission
delays. In general the combination of relatively large MSS
and small packet sizes appears to be critical, as the two
plots at the bottom (fig. 5(g) and fig. 5(g)) indicate. Rea-
sons for this have been mentioned already, namely limited
IP segmentation and/or frequently small packets.
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VI. CONCLUSION

The performance with the default MSS of 512 bytes is
often better for IPv6 (fig. 5(b) and fig.5(d)), compared to
IPv4 (fig. 5(b) and fig.5(d)). Apart from protocol-inherent
mechanisms it benefits in general from a more efficient
header compression, as the values in tab. III already sug-
gested. On the other hand, using IPv6 is not always benefi-
cial, but strongly dependent on the correct parameter setup.
The rather miserable throughput for the scenario using full
compression in fig. 5(f) is such an example.

In general, simulation results have shown that compres-
sion of TCP/IP headers increases the throughput signifi-
cantly in many cases. With regard to the overall results it
appears to be mandatory for IPv6 due to the higher over-
head. Furthermore, TCP/IP compression with differential
encoding, which provides the best compression rate, does
not always perform well on channels with high error-rates.
In contrast to that, TCP/IP compression without differen-
tial encoding shows a robust behaviour on such channels.
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