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Abstract—Local area wireless networks based on IEEE 802.11 for large-area WMNSs. To use the channels efficiently, Multi-
have a cellular topology: Stations associate to one of severalRadio Multi-Channel (MRMC) WMNs are deployed: While
access points, which are connected using a wired backbone. Asyne yadio per node is dedicated to serve the STAs in the Basic

connectivity is only possible close to the access points, a dens . . .
infrastructure is needed, resulting in high costs. A Wireless Mesh Service Set (BSS), one or more radios are available for the

Network (WMN) replaces the wired backbone by radio: Only few ~Mesh backbone.

access points are installed; mesh points extend their coverage by This work is concerned with this frequency/radio planning
forwarding data over wireless hops. Hence, deployment costs are of |[EEE 802.11-based MRMC WMNs. Depending on the
reduced. maximum number of radios per node and the number of

Since the wireless medium has to be shared by the nodes, . . . . )
multi-hop traffic requires a high capacity. Hence, mechanisms available radio channels, the MRMC-configuration algarith

which increase the system capacity in wireless mesh networkshas to select for each radio on each node the appropriate
are needed. channel. Any MRMC-configuration has to fulfill the following
With more than 10 orthogonal channels, IEEE 802.11a pro- constrains:

vides an excellent foundation for a multi-channel network; . . .
furthermore, standardized hardware allows to equip nodes in 1) Radio-to-Channel Assignment:The number of orthog-

the WMN with more than one radio. Thus, the problem arises onal channels that can be assigned to any node is
how to plan the channel and radio assignment in a IEEE 802.11- bounded by the number of its radios.
based Multi-Channel Multi-Radio (MRMC) WMN. 2) Channel-to-Link Assignment: Two nodes that commu-

In this paper, we first establish and evaluate a model to nicate with each other directly must share one common

compute the saturation throughput in a given WMN config-

uration, taking into account the characteristics of the service channel._ Lo .
area and the MAC and PHY capabilities of IEEE 802.11.  3) Connectivity: Each MP in the WMN has to have at least

With the help of the model, it becomes possible to identify one reliable path to at least one AP.
the network bottleneck; This allows the application of a local 4) Load Distribution: The expected load of the links of a
search optimization algorithm which maximizes the saturation node should be distributed equally so that each link, but

throughput under the constrains of limited channels and radios. : s L
The evaluation shows that the developed algorithm together also eac_h cha'nnel IS UF'I'ZEd S'm'larIY' )
with the load model does not only increase the saturation A MRMC-configuration algorithm shall maximize, under these

throughput, but also the system spectral efficiency, which in- constrains, the WMN’s saturation throughput. Due to the
dicates a more effective usage of the radio resources. limited number of available channels and radios per node,
interference between links cannot be completely elimuhate

Hence, its effect on the IEEE 802.11 Physical Layer (PHY)

The standard IEEE 802.11 for Wireless Local Aregng Medium Access Control (MAC) must be minimized.
Networks (WLANS) was initially designed for small unman-

aged networks, consisting of one Access Point (AP) afd Related Work
several Stations (STAs). Recently, IEEE 802.11 is used toWork on MRMC WMNSs has evolved during the last years,
provide wireless Internet access to larger areas, e.g. wemmeeting the demand for capacity increase in WMNSs.
area networks. As the service area of one AP is limited, One of the first contributions in this field, [1] presents a
multiple APs are deployed. To reduce the costs of the wiregntralized channel assignment and routing algorithmghvhi
backbone between the APs, wires are replaced by radiakes the expected link load into account. [2] enhances this
introducing the Wireless Mesh Network (WMN). In a WMN,work by explicitly including interference between links. h
Mesh Points (MPs) serve to forward data from the nearby ARe two mentioned paper use straightforward heuristicslies
multi-hop to a STA and back. the NP-hard channel assignment, [3] presents a tabu-search
To transport the aggregated traffic of the STAs, the WMNBased algorithm, which also accounts for interference.
backbone requires more capacity than what is available inln contrast to the work on centralized algorithms, recent
a single 20 MHz channel. Therefore, IEEE 802.11a with itontributions propose distributed protocols for the clenn
multiple orthogonal channels provides an excellent fotinda assignment. By converting [1] to a distributed solutiorg th

I. INTRODUCTION



authors of [4] come up with a well-designed distributed efte. Rate

protocol. Very interesting work is also done in [5], which is

the first paper that takes overlapping channels into account Load
does not consider the expected traffic. Very recently, [&lsgo

beyond this by including congestion-awareness, combined MAC Layer
with a simplistic model for the link capacity in a multi-user probabity

Y

environment. Channel

All discussed approaches have in common that they ne- P

glect two important properties of IEEE 802.11: First, the y "istogram
incapability of the transmitter when determining the chelnn Rate Adaptation

state, resulting in hidden- and exposed link situationsiclwvh Selected

should be eliminated by a good MRMC-configuration. Sec- ¢y M

ond, the ability of the transmitter to select between differ PHY Layer

Modulation- and Coding Schemes (MCSs). By neglecting this, Terate unti

the mentioned papers model reception errors by defining a Bony R;te convergence
thresholdé for the Signal to Interference plus Noise Ratio probabiliy

(SINR) which must be exceeded for a successful reception. Fig. 1: IEEE 802.11 load model

While it is straightforward to extend this to multiple thredds
0., for every MCSm, this is not the only mandatory addi-
tion: To check if a concurrent transmission is successhd, t
(in)ability of the transmitter’s Rate Adaptation (RA) atgbm
has to be included.

theeffective rate- (i, 5) of a link from nodei to nodej, defined
as the mean number of data bits thats able to transmit
successfully toj per second. First, this rate depends on the
B. Contributions & Organization selected MCS and the overhead of IEEE 802.11. Second,

Our work concentrates on IEEE 802.11-based WMNs whidt i,7) depends on the interference from surrounding nodes. If

are planned, deployed and maintained by a single opera tprfere_nce_ oceurs _frequently,selects a more robust MCS’
to provide wireless Internet access to a limited-size a creasing its efiective rate.Theref(_)re, '.t has to_trat_mnger
densely populated area. Hence, it can be assumed that (a) N he same amount of.data, possibly increasing mterﬁmen
WMN itself is completely stationary during operation, (bgth to other nodgs. The_se, in tum, may also decr(_aase their MCS,
operator has full control of the radio/frequency settinfjsach and so on. Either, this prochure converges or links arebtbc
AP and MP, and (c) traffic statistics can be collected. completely a.nd stop operating. i ,
Under the given assumptions, we restrict ourselves to & S€cond important property is thehannel busy fraction

central-coordinated optimization of the radio and channBtusy(i) Of @ nodei, defined as the fraction of time the

configuration. A novel element of the optimization is th&ode d_etects the channel as occupied by other trans_mlssmns

usage of doad model presented in Section I, to judge theS deflln(_ed by the IE.EE. 802.1_1 protocol, nodes_ refram.from

performance of a given MRMC-configuration. In contrast tgangmlttlng during this tlme..S|m|Iar .to the.effectlveerathls

the literature, we do not only consider interference, bsoats action depends on the traffic of neighboring nodes.

effect on the IEEE 802.11 channel access method, the Cleaf "€ major part of the load model is dedicated to these

Channel Assessment (CCA) and the RA. Hence, we do rfiiPendencies between the links. Figure 1 shows how an

minimize interference, but maximize the WMN’s saturatiofferative process is used to approximate the effective rate

throughput. r(i,j) between noqles andj; in each iteration, the steps are
The optimization algorithm, described in Section I, i$arried out for all links(i, j), 1 < i,j < n:

based on local search. Using the load model, it becomesl) The offered link traffico(i, j) divided by the effective

possible to identify the bottleneck in the current MRMC- rater (i, j) gives the load(i, j) for the link from: to j.

configuration and thus to add radios and channels where2) The throughput of the IEEE 802.11-MAC in a WMN

needed. Hence, in contrast to existing work, the algoritioesd heavily depends on the transceiver’s (in)capably to as-
not require every MP or AP to have a pre-defined amount of sess a clear channel at the receiver, using the CCA
radios, but improves the radio configuration where needed. function. For any link in the WMN, the CCA affects

After the presentation of the load model and the MRMC- (i) which nodes are blocked by the transmission and (ii)
configuration algorithm, Section IV concludes the papehwit which sets of nodes are able to transmit simultaneously.
the evaluation of the possible gains and limitations of MRMC The computation of (i) and (ii) together with the cor-
WMNSs. responding probabilities is the task of the MAC model.

For this the algorithm enumerates, using a depth-first
Il. IEEE 802.11 lOAD MODEL FORWMNS search, all links that can transmit simultaneously to link

The major challenge for a WMN load model are the (i,4). First, all nodes within a circle of -105dBm to

complex interactions between links. One important prgpisrt and; are stored in a candidate set. Then, the algorithm



0.6

identifies nodes that (i) are blocked by the transmitter 5 MPs per AP, Simulaton

due to the CCA and (i) transmit simultaneously. In 5 10MPa per P, ren o )

the second case, two options are possible, creating two 0s;| 12 lEeperio oadioast (mean el eror0. 12 x0T

children of the search: for a passive and for an active 4 15 MPs per AP, Load Model (mean rel. error 0138 T

node. If the node is active, the set of candidate nodes is. ,| ) Txox X |

updated to contain only nodes that are not blocked. £ " Fx x

The probability of each set is calculated as the producg | = , "+ cxxxFF e o 70

transmission probability of each link, which is the load ; o3 * B R o “g.g0038 8 Z 7

1(4,); similarly, the blocking probabilitypy.s,(7) is & | x~ ° el L, 0,°° oS ; °

calculated as the sum of loads of links that bldekj). 5, ;2508 °24 S5, 832 2 xvv? |
3) With the help of a channel model (based on on-site | oo 2% (mvv=vvy™7Y”

measurements or a model of the propagation conditions) - 7

the sets of simultaneous transmissions are converted into®'f l

SINR values for the links. Together with their probabil-

ities, a SINR distribution for each link is obtained. ol ‘ ‘ ‘ ‘ ‘
4) The Rate Adaptation (RA) model assumes a closed-loop 1 ° " scenaron ® ®

RA that uses the mean SINR to select the MCS. Hengeig. 2: saturation throughput of 75 different scenariosneo

the mean of the SINR distribution and the MCS resultingyted using the IEEE 802.11 model and event-based simula-
in the highest throughput at this mean is selected.  ion as reference.

5) The PHY model combines the SINR distribution and the
selected MCS to the new link rat€i, j), which is used
in the next iteration step.
The iteration converges if the maximum Change-qn _7) for ina binary-searCh manner. With this prOCEdUre, the saburat
all links is small, i.e., 1% in our implementation. throughput can be estimated within a given error margin.
The effective rate computation requires as input the offere
traffic and an initial effective rate per link. The offereaffic A. Load Model Evaluation

per link depends on two parameters: the offered end—to—end':Or the evaluation, we apply the WMN scenario creator
traffic in the WMN and the path selection protocol plus itﬁom [7]. It is used to generate 25 service areas of  kvith

link metric. While the first parameter is given by the scenariQigarent shadowing conditions; then, the area is coverih w
the path selection protocol and the metric are impIememtatiSo to 35 MPs so that wireless coverage and connectivity of

specific. _ _ _ the WMN is ensured.
In our load model, the dynamic selection and malntenanceIn the second step, either 2, 3 or 5 nodes are selected

of paths 'is simplified to a static weighted graph, which io be APs, the remaining nodes are MPs; this results in
used as input for the Floyd-Warshall all-pairs shortestpa] proximately 15, 10 or 5 MPs per AP and an average path
algorithm. To compute the edge weights, the expected reie '

S o I~ ngth of approximately 3, 2.5 and 1.5, respectively.
r(i, ) of each link is required; these rates are computed ONCeraffic is generated in each of the 75 scenarios by 64 STAs
for the optimal case without interference. '

Using the output of the Floyd-Warshall algorithm, thé)ositioned on a 8x8 equi-distant g.rid; this models one actiy
offere dgen d-to-eng traffic can be glonverte dto thegoffe affier  USET every 125 m. Each STAs requires the same offered traffic,
per link o(i, j) by gaing through all selected paths and addin ivided in 90% downlink and 10% uplink from/to the Internet
up the cor’résponding load. Similar, the initial effectiates model the typical broadband usage with small requests and

are selected as the rates under optimal condition, i. ehowit large (multi-media) downloads, .
interference. To evaluate the accuracy and the complexity of the load

After the iterative process from Figure 1 has convergeH‘,Odel in IE_EE 802.11-based WMNSs, the d_erived saturation
the final effective rates (i, ;) and the channel busy fractionthroughlet is compared to the value obtained from event-

Dbusy (i) are known. Therefore, the fraction of time blocke&r'ven simulation using the openWNS and its implementa-

by and transmitting to its neighbors can be computed as t? Of IEEE 802.11 [8]. With this simulator, the saturation
occupancyof the node: throughput estimation in one scenario, using successne-si

lations with increasing offered traffic, takes around hadfeg.
In contrast, the model needs 5 to 8 minutes for the complete
process.

The WMN is in saturation if at least one node has an Figuré 2 compares the saturation throughput of the model
occupancy greater thano, this node is the bottleneck of theWith the values obtained by simulation. The mean relative
WMN. error,

To find the saturation throughput using our load model, we 1 Z |simulation (i) — model(i)|
search for the offered traffic witmax; occupancy(i) = 1.0 25, simulation(i)

o(i,5)
(4,7)

occupancy(i) = Pousy(i) + Z (i
j b)




is below 15% for all different MPs per AP settings. Someonnected with: channels: Both parts of the network, the one
outliers can be identified, resulting from the simplificagoof on thec—1 channels and the one on channelre connected,
the model. and the two parts are connected via the new radio of riode

1. MRMC - ALGORITHM C. Channel Expansion

We apply the load model in two different ways: First, to  Algorithm 1 shows the addition of one radio to the WMN.
calculate the saturation throughput of the WMN in the curreprst, the WMN bottleneck nodé, i.e., the node with the
configuration and the occupancy (as defined in Section Il) gcupancy 1 at saturation, is identified with the help of the
all nodes under saturation conditions, encapsulated in load model in lines 1 to 4.

Two different options are now possible: Either, the new
radio is added directly to node enlargingb’'s bandwidth; or
Here, sat denotes the saturation throughput, amd a matrix to a node in the near neighborhood, lowering the interfexenc
with entries between zero and one for the occupancy of eaghp by moving links of this node to a new channel.

ComputeSaturationT hroughput() — (sat, occ).

node on each channel at saturation. If b has fewer than the maximum number of radios, we
Second, the load model is used to compute the occupareect the first option, as this has the maximum impact on the
of the nodes only, given the offered traffic per S?A occupancy ob. If it is not possible to extend, an alternative

node is searched in lines 5 to 14. This search requires a
candidate to have traffic on the same channeb asd to be
A. Overview within its reception range; otherwise, the addition of aizad

Initially, each node is equipped with one mesh radio and off@ the candidate would not have an effect on the occupancy
BSS radio; all mesh radios are tuned to the same frequerféfb- Furthermore, the candidate must have fewer radios than
This represents a dual-radio WMN. the allowed limit.

The addition of new radios to nodes is driven by the If more than one candidate exists, the one with the highest
load model: With its help, the bottleneck of the WMN iscumulated offered traffic is selected; if no candidate sxist
identified; clearly, the only way to increase the saturatidhere is no possibility to decrease the occupancy ahd the
throughput is to increase the bandwidth of the bottlene@tgorithm stops.
node adding a new radio either to this node or to a nodeAfter this selection step, the best split choice is caledat
in the neighborhood, lowering the interference. With eadrPr each possible split, the algorithm computes the ocaypan
added radio, an unused channel is added and selected lif¥kally, in line 21 the algorithm selects the split which min-
are assigned to this channel. The first part of the algorithmiiizes the maximum occupancy éfon all channels. If no
repeated until the bottleneck node and all its neighbors hagtich split exists, i.e., the current channel assignmertoutt
reached the maximum number of radios. As the restriction 8fnew radio is already optimal, the algorithm stops.
the number of channels is not yet considered, more channBIs
than available might be assigned to the WMN. Therefore, the
second part of the algorithm is applied to reduce the numberAS the expansion algorithm does not consider the limited
of channels by merging until the final configuration is foundlumber of available channels, the resulting configuratiay m

In the fo"owing’ we first introduce the network Spht op_have more channels than available. Therefore, the Secepd st

eration. Then, the two part, channel expansion and chanfRfluces the number of channels, preserving the conngctivit

ComputeOccupancy(o) — occ.

Channel Reduction

reduction, are explained in detail. and the throughput improvements.
] Again, we make use of the load model to compute the
B. Network Split saturation throughput. Algorithm 2 shows one iterationtaf t

The fundamental operation during the addition of radicshannel reduction froma to ¢ — 1 channels: After computing
and channels to the MRMC WMN is theetwork splitThis the saturation throughput and, more important, the ocazpan
operation adds one more radio to a given node and assighgach node on each channel, the two least occupied channels
links of this node to the radio on a new channel without thg and ¢, are determined; a channel occupancy is measured
addition of any other radio to the network. As input it takeas the maximum occupancy of any node on this channel.
the nodei, a set of linksL = {(¢,7)} connected ta and a  After finding those two channels, all links fromy are
new channek. During the operation[ is used as a stack:reassigned ta, reducing the total number of channels by
First, a link (p, q) is taken out of . and moved to the new one. Of course, this merging of the two channels will inceeas
channele. Then, all links of node; which have been on the mutual interference of links and thus reduce the saturation
same channel &, ¢) are appended td. This is iterated until throughput, as it can be expected from a reduced number of
L is empty. In this way, node “splits” the network into two channels.
separated networks, one with the old channels and the other ) .
one with the new channel. E. Algorithm Complexity

The split operation preserves connectivity: If the network We measure the algorithm’s complexity in the number of
was connected before the split using 1 channels, it still is calls to the load model. As the channel expansion presents a



Algorithm 1 Channel Expansion

1: (sat,occ) +— ComputeSaturationThroughput()

2. o « offered traffic per channel and link (sizex n x n)
if sat is the offered traffic per STA

D Cp — argmax,co argmax,_, ,, occ(c,i)

b — argmax,_; ,, occ(cp, i)

. if b has reached maxRadidtisen

Find nodei on ¢, with

o ofey,i) =" ocy,i,j) >0

e ¢ has not reached maxRadios

e s in reception range of

7. if No such: existsthen

8: occ(cp, b) cannot be reduced> STOP

90 endif

10: if More than one candidate exidtsen

11 i «— Node among candidates with highest(7)

12:  end if

132 b1

14: end if

15: L — {(b, ) : o(cp,b,5) > 0}

16: for all subsetsl’ of L do

17:  Generate new channet

18:  split®, L', ¢¥)

19 occl’ — ComputeOccupancy(sat)

20: end for

21: L* « argming,; maXe_1. . occl’ (¢, b)

22 if L* = {} then

23:  oce(cp, b) cannot be reduced> STOP

24: end if

25: split(b, L*, c*)

o g r®

Algorithm 2 Channel Reduction

1: (sat,occ) +— ComputeSaturationThroughput()
¢ = argmin .o max;—1.., occ(c, 1)

D Cp = argmin e, MaXi=1..., occ(c, 1)

: for all (p,q): channel(p, q)) = ¢; do
channel(p, ¢)) « co

: end for

o U A ®WN

typical local search algorithm, its complexity can be cotegu
by
O (number of stepscomplexity of one step

The number of steps is limited by- n steps, withr being

the maximum number of radios andthe number of nodes.

of a WMN consisting of 32 nodes in about 30 minutes. Hence,
a optimization of a WMN once per day is feasible.

IV. EVALUATION

To evaluate the channel assignment algorithm we use the
simulation scenarios and traffic assignment as described in
Section II-A.

All MPs and AP are equipped with one radio which is
dedicated for the communication to the STAs and back. This
radio uses one of three available channels from the license-
exempt 2.4 GHz band. BSS to channel assignment is done
randomly, optimizations are out of the scope of this paper.
The communication in the WMN backbone uses the license-
exempt channels above 5GHz. In the following, we will use
the notion(rw pv, cw arv ) to abbreviate the number of radios
and channels used for the WMN.

The first performance metric is the saturation throughput
per STA, averaged over 25 scenarios with the same MPs per
AP ratio is used. As in Section II-A, this metric is obtained b
simulation using the openWNS [8] simulation platform with
its IEEE 802.11 protocol implementation.

Additionally, thesystem spectral efficiendg used to evalu-
ate the efficiency of multiple channels in a WMN. It is defined
as the system saturation throughput of the WMN divided by
the allocated bandwidth:

saturation throughputngr 4
cwmn - 2066 Hz+ 60e6 HZ'

where ngr4 denotes the number of STAs and the 60e6 Hz
represent the three channels dedicated to the BSSs.

A. Lower and Upper Bounds

To judge the gain resulting from the addition of radios
and/or channels to a WMN, the lower and upper bounds of
the saturation throughput are determined first.

The lower bound for the channel assignment algorithm is
given by a dual-radio WMN: Each MP and AP has one radio
for the BSS and another one for the mesh backbone. To ensure
connectivity, all mesh radios have to use the same channel.
Hence, the WMN uses él, 1)-MRMC configuration.

The upper bound is defined by the deployment with the
highest installation costs: Instead of a combination of MPs
and APs, the access network uses only APs, positioned in the
same way as the MPs.

Figure 3a shows, in dashed lines, the lower and upper bound
saturation throughput. As expected, the saturation thrpug
of the lower bound configuration heavily depends on the ratio

In one step, the bottleneck is found (using the load model MPs per AP: Starting from 0/Ys using 15 MPs per AP,
once), one radio is added, and then all possible networksspthe saturation is doubled at 5 MPs per AP. Still, the wireless
are carried out and computed. If the bottleneck is connectadsh backbone limits the saturation as the upper bound of
to [ other nodes2(!-1) — 1 possible splits exist. Hence, thel.6Mbs shows.

algorithm complexity isO (r - n - 2').

The system spectral efficiency in Figure 3c contains the

In the worst case, the bottleneck is connected to all othewer bounds only; the upper bound is omitted because

nodes and thus= n — 1; in a planned WMN << n (and of

efficiency comparison is meaningful only with identical t®m

courser << n); thus the exponential factor is constant. Duringosts, i.e., using the same MPs per AP ratio and different
the evaluation, we computed the optimal MRMC-configuratioradio/channels.
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Fig. 3: Evaluation results for different MPs per AP ratios.

B. Saturation Throughput

increase by a factor of 3 and 3.5, respectively.

V. CONCLUSION& FUTURE WORK

The saturation throughput results of the three differensMP In this paper we propos a radio and channel assignment al-
per AP configurations are given as solid lines in Figure 3a.gorithm that does not only decrease interference betwaks, li

Itis obvious that an increase of the channels dedicatedeto thut strives for an improvement of the MAC layer throughput.
WMN increases the saturation throughput: The addition of ofidis is achieved by the inclusion of a detailed IEEE 802.11
radio and one channel to reach3 2)-MRMC configuration load model that allows for an estimation of the saturation
nearly doubles the saturation throughput. The next enhantieroughput of a given WMN, taking into account the complex
ment, a(2, 3) configuration, results in a 2 to 2.5-fold increaseinterplay of the different links. Performance evaluatioia v
the (2,5) and (2,10) configurations show approximately ansimulation shows how the local search algorithm, based on

the load model, is able to improve both saturation throughpu

Using three instead of two radios for the WMN backbonend system spectral efficiency.
i.e., a(3,xz)-configuration, provides no advantage fo 5. Improvements of the method are possible. First of all, the
Only the (3,10) shows a 10 to 15% increase, depending oturrent algorithm should be converted to a distributedivars

the ratio of MPs per AP.

centralized version.

C. System Spectral Efficiency
Figure 3c shows the average system spectral efficiency for

efficiency independent from the number of WMN channels, as
only one channel can be used by the WMN radio to ensure
connectivity of the mesh.

In comparison to the dual radio WMN, the system spectral

to be able to adapt to local changes more timely than the
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