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Keywords: Mobility Support, Fast Handover, WLANS, IP Other projects like MobyDick3] handle mobility at IP-level

convergence layer or above[4].

However, none of the approaches incorporates differént m
Abstract cro mobility support schemes in order to integrate them into
The focus of this paper is on the integed IP mobility sp- an overall concept. By means of combining the alageous

port within micro cellular systems as an extension to global aspects of each proped concept, a more sophisited and
mobility environments. Since macro mobility, mainlylrea efficient HO support can be achieved. E.g. informatiorhgat
ized with the help of Mobile IP, is not able to support highly ered while applying one HO scheme can be used to speed up
dynamic scenarios, novel concepts have to be ldpesl. another HO scheme. In such a way axptementary overall
Different solutions are proposed within this paper, e.g. for  concept is achieved, which will begaentedn this paper.

fast handover in WLANSs, which are opected to an IP

based infrastructure. For expedited Hawer execution a Structure of the Paper
new concept for backbone signaling is proposedxpieres To describe our approaches for the HO HIPERLAN/2 (H/2)
the interface between thiek and network layer, which will [51[6][7] is used as exaple system. It provides high data

be described, too, and which has been specified in detail for rates, means for €5 support and it is assumed as coeapl
HIPERLAN/2. With the @proaches described in this paper it mentary wireless access technology of UMTS by
can be expected that HO can be supported in an efficient walz TSI/BRAN and 3GPH8]. After introducing the mobility

not sacrificing the rare radio reso@rc control of H/2 in Section 2, a brief overview is provided of
the interface between thimk layer and network layer in $e
1. INTRODUCTION tion 3. This interface has been specified in detail for H/2 and

In order to satisfy the mobile user's demand for high datgrovides all relevant primitives to support efficient HOneo
rates with Quality of Service (QoS) support, innovativeco cepts. In Section 4 two concepts areggnted how the HO
cepts need to be introduced. Current 3G cellular systems  and thus the mobility support can be lizad. The main idea
only partly cover the required needs. Therefore, one pgemi is to shift the infornation transfer of connection related data,
ing approach, which is also followed within the Information which needs to be present at the new AP, from the air-inte
Society Technologies (IST) project MIND (Mobile IP based face to the wired backbone. However, a minimum amount of

Network Developmentd)l] aims at hntegrating Wireless signaling via the air interface always needs to besd@m-
LAN technology as an access network, complementary to 3Gequently, the difference between the two herein described
cdlular systemsdgether with their wired, mainly Hbased HO straggies lies in the amount of data that needs to be

fixed backbone connections. Next to high data rates, which transmitted via the air interface. The advantages of epeh a
are provided by WLANS, fast and seamless handover (HO) proach are pointed out and a way of combining both methods
support is of essential interest if users move while a conne in order to atieve best possible HO support is presented. In
tion is established. Tik becomes a great challenge since the Section 5 we describe a way of efficiently building upaa d
coverage of WLANS is restricted due to the high frequenciestabase, which is necessary to support fast HO. This database
they operate at (uslly at several GHz). also demonstrates the complement character of quregis,
since it is set up with thielp of the one HO type and used
Current research activities within European projects &d r by the other one. In $on 6 we present simulation results
spective working groups of the IETF focus on enhanted that will show the Hectiveness of our proposal. As already
bility support (e.g. WINE GLASS, MobyDick, IETF ot mentioned above, H/2 is chosen as WLAN reference-sta
bilelP,...). Since most of the existing access networks alreadygard for demonstrating the key points of the cept. Hav-
have their own support to handle mobility between Access ever, the described method is not limited to H/2 and can be
Points (APs), projects like WINE GLASE] employ an & applied to mobility support within WLAN standards inrge
chitecture that relies on the existing mobility mechanisms  eral.
provided by the ecess networki provide micremobility.
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2. MOBILITY CONTROL

The current H/2 specification deals with three types of
HO: sector, radio and network HO. While the fita/o ones
can be completely served within one H/2 access point, the
latter one requires the support of the acceswaek. The
procedures for the sector and the radio HO are specified in
[7]. Within this paper only a short ovgew will be given.
The main objective is to describe the pedares, which are
necessary to provide a network HO. Since the Mobile Te
minal (MT) leaves the serving area of a Radio Link Control
(RLC) instance, a nevork HO involves also higher layers,
which are canected to the H/2 Data Link Layer (DLC) by an
appropriate convergence layer (CL). This CL is important for
the interconnection of a specific higher layeofarcol like
e.g. Ethernet, IEEE 1394 or IP with the DLC. The task of the
CL thereby is taadapt the service requirements of the respe
tive higher layer to bearer services offered by H/2. This i
cludes both, logical QoS mapping as well as adjustment of
potential varable higher layer packet sizes to the fixed
packet lengths of H/2. In the notati of the CL, a prefix is

added depending on the higher layer the CL is connected to:

E.g. to maintain association and connection parametegs, sp
cific signaling via the IP backbone may be needed. Téis r
quires interworking with the IP layer by means ofl&rcon-
vergence layer (ICL). A more detailed description of the
IP-CL will be given in Setion 3.

3. INTERLAYER COMMUNICATION

Classical WLAN systems do not specify higher layer
functionalities. Since their focus is to serve as radio access
network, ttose functionalities, e.g. routing or address rasol
tion, need to be overtaken by a respective Intelligertt Ne
work (IN), which is also connected to or part of a fixed
backbone architecture. In order to provide requiredises
to the upper layers, the infmation transfer between the
lower layers of the WLAN system and the higher layer of the
IN needs to be organized.
Within the IST project BRAIN[9], a generic interface BV
[10] was specified that is #bto overtake this task, seeg-i
ure 1.

The generic design of the J®/ interface allows the inte
working of various WLANSs with respective INs. In order to
facilitate this interworking, the respective WLANssgm

only needs to incorporate a specific CL tlsable to unde
stand the IRW directives.

The CL itself is divided into a Common Part Convergence
Sublayer (CPCS) and a Service Specific Conve rgence
Sublayer (SSCS). The current H/2 specifications already
provide a CPCS [18] as well as IEEE1394 and Ethernet
SSCS [19][20] whereas BRAIN/MIND focuses on the
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Figure 1: Interlayer communication and J®/ interface

spedfication of an innovative SSCS deitated to the direct
support of IP traffic in a mobile environmenf21]. This will
alow providing the requested IBW service to the network
layer on each side of the ainterface.

Within the proposed concepts for mobility suppdhe H/2
IP-CL will be employed and slightlyrdnanced in order to
connect H/2 to the IN and to enablgférmation exchange
between old and new AP in case of a HO. Though H/2 is
chosen as an exemplary WLAN, thencepts are not focused
on this standardsince the mployment of the generic BV
interface allows a nqaping to other WLAN standards, e.g.
IEEE 802.11, too.

4. INTERWORKING WITH IP MOBILITY

WLAN standards like H/2 shall support end devices'
mobility within and outside of active commuaion phases.
A terminal that is associated to an AP resides in ttiva
phase, regardless whether it is transmitting user data or not.
During the association procedure, the MT registers within the
local access network with the help of the AP. In the first
casewhen the MT registers within a foreigntmeork and has
no active communication yet, the homewerk needs to be
informed. For this ptpose, the Mobile IFprotocol[13] can
be used.
The following apprach integrates Hf2and IRmobility. We
therefore select a hierarchical mobility model angtidguish
between global and local mobility. Within this network
model, a Mobile IP capable network provides wide (global)
area mobility, whereas local wirelesscass networks as ne
sidered in MIND, handle local mobility. Within the local
area, the Mobile IP protocol is not cape to be used since it
is optimized for slowly moving MTs and becomes inefficient
in the case of frequent migratiofie2]. For that reason, more
recent approaches have tried to take into account the local
character of mobility to avoid timeonsuming reouting



over the home agent. Examples arél@ar IP [14],
HAWAII [15] or Hierarchical Mobile 1F16].

The efficient support of local mobility between different APs
demands for a close integration of H#2obility protocols

and the IPprotocol. Different @proaches for local mobility
protocols assume the transmission of rewpelate packets

via an active radio conmdon between the MT and the AP.
Therefore, in the case of an H/2 HO firstly the DLC
procedures for association and connection estaikesnt

need tobe run through. Thus, an update of thetiog path
within the access network can only be doneraftgds. This
time-consuming, sequential run off can be avoided, if the
new AP triggers the IP molify procedure as soon as the MT
has registered. User databe transnited to the MT will be
buffered by the new AP until the DL-€onnections are edia
lished.

Another important advantage of this solution that disti
guishes this approach from previous proposals is, that the
protocols for local mobility supporteed not to be imgh-
mented in the MTs. Thus, the different local networks may
even employ different mobility protocols whereas time i
plementation within the MTs is not affected.

This close integration of the mobility protocols is the task of
the IRCL. Thenetwork HO procedure of the RL-@rotocol
therefore conveys different possibilities, degdieig on the
supported services within the accessyorks.

The following section describes two possible variants-Ne
work HO with and without signaling over the lkdione né
work.

4.1 Network handover without signaling over the badk-
bone

If a MT initiates a HO while an active connection is-e
tablished, the information about the current trarssion
status needs to be reported to the new AP. If the accéss ne
work does not support the transfer of the information, they
need to be ranegotiated between MT and the new ARgFi
ure 2 shows the schematic sequence of the network HO.
Since the connection related data is transmitted via tha@air i
terface, the respective sytvocedures for call establgnent
need to be run through.

The following steps are executed in chronological order:

Gateway Router

.I Router

AP 1

Chronology
1. Leaving AP(OLD) coverage
2. Association with AP (NEW)
3. HO_Link_Capability
(DLC negotiation)
4. Info_Transfer (AP(OLD) ¥

(OLD)
Time Out t ,A‘?i\
Address, .).+ Route Update VWi 1
5. DLC Sety .

Figure 2: Handover without signaling over the backbone

1. Leaving of the coverage of the old AP (AP1(OLD)).
Associatim of the MT at the target AP (AP2 (NEW)). Thereby
the MT transmits its old MAC_ID (MAC_ID1), which was
used in the ongoing connection with AP1 (OLD). Additio
ally, the DLC address of AP1 (OLD), the-salled Access
Point Identifier (AP-ID1) is transmittedtoo. As a response,
AP2 (NEW) assigns a new, local MAC_ID (MAC_ID2) to the
MT.

3. Afterwards, the HO_Link_Capabilitgubprocedure is called
to negotiate the DLC configuration parameteest®en MT
and AP2 (NEW). Besides this, AP2 (NEWgtgrmines which
othea subprocedures might need to be called.

4. The Info_Transfesubprocedure is used by the MT to meey
information about its own addresses, like the Logical Link
Address (LLA) e.g. in EU64-format and the IPaddress.
Where required, the AP1 (OLD) {Bddres can also be ¢o
veyed. AP2 (NEW) hereafter confirms the information #fan
with its own IP-address. Having all relevant infoation, the
IP-CL of AP2 (NEW) will convey this information to the IR
layer, which then can initiate the routgdate packet ahe IP
mobility protocol. Such, the internal routing tables of the
router are pdated.

5. Almostin parallel to the routeipdate signal, the DLC conoe
tions via the air interface are established afterwards. The MT's
IP-CL reports the new conrgons to its IPlayer.

6. Termination of the HO procedure.

n

The above described procedure does not explicitly inform
AP1 (OLD) about tle ongoing HO. Therefore, it keeps the
association with the MT until a time out comes up and forces
the AP1 (OLD) to start the disassociation process. User data,
which arrives at the AP1 (OLD) within thissgod cannot be
forwarded and gets lost.

This is ako indicated within Figure 3, which illustrates the
involvement of the IFCL within this HO type: The old AP is
not informed about the change of association of the MT and
thus does not know, whether the MT has left its cage

area, was switched off or #ars from an insuftient radio

link quality. Therefore, it will receive a time outgsial and
release resources, which were allocated for the MT's a@nne
tion.
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Figure 3: IP-CL within handover process: No signaling over

the backbaoe

Since the new point of attachment is not known, no tlinge
of misrouted data packets is possible. Within this HO, only
the IRCLs of the MT and the new AP aravolved. The
aforementioned actions are performed within thetxm

plane of the MT and R2 (NEW). The subsequent data tsan
fer via the user plane is not included in thgufes.

The IP-CL within this type of HO mainly restricts onifo
warding the received information to the upper layers. Thus,
no additional challenges need to be fulfilled.

4.2 Network handover with signaling over the bakbone
The renegotiation of the connection related pastens
via the air interface during a HO results in an appreciafle i
terruption of data transmission. Thus, in thddwing, it is
assumed that thisfiormation is transferred to the target AP
(AP2 (NEW)) via the fixed wire line access network, cfgFi
ure 4. For this purpose, the integration of a control pecot,
located within the IFCL of each AP, is necessary. We
thereby assume that data transferthia fixed network is
much faster and more rable than via the air interface. In
the following we therefore als@&fier to the two HO types as
“slow” and “fast” HO, since it is very likely that the HO type
with signaling over the nievork is faster, becaesthe data to
be transmitted is less probably corrupted (nteiferences),

UDP [11]. The advantage of UDP in contrast to TCP is a
shorter signaling period, but no error protection is provided.

Figure 4 shows the shortened HO proceduréatdir inte-

face and the communication of the two APs via the fixed
wire line access network. The following steps are executed in
chronological order:

1. Leaving of the coverage of the old AP (AP1 (OLD)).

2. During the HO Association the MT provides its aingl
MAC_ID1 and the DLC address of AP1 (OLD) (AIP1) to
the new AP2 (NEW). It thereafter receives its new MAC_ID2
from the new AP2(NEW). In the following
HO_Link_Capability sukprocedure, AP2 (NEW) indicates the
shortened HO praiure.

3. Based onthe ARD1, AP2 (NEW) determines the {Bddress
of AP1 (OLD). For this purpose it is assumed that AP2 (NEW)
holds a lookup table, within which incogpated ARIDs are
mapped to their respective4ddress. This lookup table can
either be managed within the4®L or within the IRlayer.
Generation and update of this table is the task of address res
lution protocols. An example is described in Section 5. Afte
wards, AP2 (NEW) informs AP1 (OLD) about the ongoing
HO by senling a message via the fixed network, using a
highe layer transport praicol (e.g. UDP). The message
should contain the parameters AP1 and MAC_ID1 as well
as the ARPID2 and the AP2 IPaddress.
AP1 (OLD) replies with a message, which besides the MT a
dresses (EUB4 and IP) includes information aboutetexig-
ing DLC User Connections (DUCs). The describing pagam
ters DUGdescr , e.g. DLC@Ds or CL-CONN-ATR (data e-
lated to the CL which is transmitted transparently to RLC) are
identical to those of the RLC protocol [7]. User data, stillsmi
routed from tle router to AP1 (OLD) can then be forwarded to
the new AP2 (NEW) by means of IP tunneling.

5.  On having received all the necessary Ddé&scr, the setup of

the DLC connection can be ompleted.

The IRCL of AP2 (NEW) subsequently informs about the

new connectins. AP2 (NEW) generates with the help of the

received information from AP1 (OLD) a routgodate packet

(not shown in Figure 4) and reports the new point of dttac

ment of the MT to the router.

7. Termination of the HO procedure.

o

Figure 5 illustrates the tasi the IRCL within this HO type.

It can be seen, that the AP2 (NEW) now retrieves infarm
tion related to the ongoing connection of the MT via the wire
line connection.

neither the time consuming access procedures need to be run

through. Simulation results in Section 6 support thisestat
ment.

The proposed InteAP protocol only consists of a femes-

sages and employs a standard transport protocol, such as e.g.
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Figure 4: Handover with signaling over the backbone

Therefore, it firstly needs informian about the old AP

(AP-ID old) and the mobile identifier at this old AP
(MAC_ID). This minimum amount of information always
needs to be transmitted by the MT via the air interfacerdy
the HO_Link_Capability suiprocedure. Having this infe
mation, AP2(NEW) now is able to contact AP1(OLD). For
this purpose a second, independent instance-([NIED in-
stance, AP2b) is initiated within AP2 (NEW). In such a way,
all relevant information that is psent in one of the instances
of AP2 (NEW) may be accessed byetother instance, too.
The distinction AP2a/b herein is introduced as a logicabsep
ration to indicate that there are two protocols running (which
are handled by two instances at AP2(NEW)), one of them
sewring the communication between AP2(NEAM)T and the
other one serving the communication between AP2(NEW)
AP1(OLD).

The IP-CL of the HOINFO instance (AP2b) reports the-r
ceived information to the upper layers and demands for pr
vision of the missing information about the old layer Zeo
nection from theold AP. Here upon, AP2b establishes a
higher layer connection (e.g. UDP) with AP1 (OLD) and

L2

Gateway Router outer3

Gateway AP2 (NEW)

b

AP2b (NEW)
(HO-INFO Instance)

TCPIUDP

TCPIUDP

T T
® ‘ | AP2a (NEW)

TCPIUDP

‘@ \ IP-Cll

Figure 5: IP-CL within the handover process: Sidimg over

the backbone

The IP-CL within this type of HO differs in its cmplexity
compared to the one in the previous sectiéar the wire line
supported signaling, the 1L needs to fulfill addional

tasks like management and update of thelokde presented
in the next section. One further diffence is the point of time
at which the IPCL informs the IP about the new coratmn
(and thus triggers the IP layer to send the reuypelate packet
to the router). In the first HO type, this is done as soon as
possible, which means even before the complete DUE co
nection is established. In other words: HOs on layer 2 and
layer 3 areexecuted in patéel. This is necessary to avoid the
loss of mérouted IRpackets. In the second type of HO, the
IP-CL firstly waits until the complete DLC connection is-e
tablished and then reports the new connection to thiaier.
The layer 2 HO hasampletely finished before the layer 3
HO is executed. It is not necessary to execute them inpara

transmits the parameters transparently to AP1 (OLD). In ApJ€l: since misrouted packets aresend by means of tunke

(OLD) the required information is gathered from the@R
(see 4,5 in Figure 5) and sent back to AP2IP2b finally
provides the requested information to the@R where it can
be accessed by its calling instance (AP2a). AP2a then is abl
to continue with the DLC setup predure (8). At the same
time, the AP2a IFCL informs the upper IP layer about the
newlyarrived and associated MT. The IP layer then sends
the routeupdate information to the router. A detailed-d
scription of the primitives, which are used within the irfo
mation exchange proceduregether with their attributes can
be found in[10]and[17].

Ing and stored in AP2, thus no packets get lost.

@- DYNAMIC COMPOSITI ON OF ATOPOLOGY

DATABASE

The above introduced procedure for a presumed faster
HO execution with signaling via the fixed tweork needs to
be aware of the IP addresses of neighboring APppdyathe
Inter-AP protocol. Each AP administers a simplified tépo
ogy database with the IP doksses of its HO partners, the
precedent serving AP of a MT. This database is structured
like a lookup table, wherein a rmpping from IRaddresses to
DLC-addresses and vice versa isfpemed. The database
can either be managed within the @ or in the P layer.
One argument for the latter surely is, that lRleesses are
layer 3 specific and thus should be administered therg-Ho



ever, it is proposed tamtate it in the IRCL, since this means

that the decision about the type of HO to b@sbn does not
need an intervention of layer 3 anymore. Atilghally, it was
stated that AP2a and AP2b share the sam€llspace.
Since themformation about the IP address of AP1 (OLD)

6. ANALYSIS

In the following section we investigate the influence of
the different HO procedures dhe packet delay. The afer
mentioned concepts have been modeled and
implemented and will be evaluated by means of computer

needs to be transferred to the IP layer of AP2b, it is favorablesimulations.

if the database isiithe canmonly shared IFCL.

The following method describes a way to dynamically set up

and update such a database:

1. The MT registers at the new AP while conveying the-lPof
the precedent AP.

2. The target AP decides which kind of HO procedureppled,
this means either the “slow” one without fixed networlpsu
port, or the presumed faster one with fixed networfyzart. If
the new AP is not able to perform a mappingiveeen the AP

ID and the respective IP address, it will decide to carry out the

slow HO execution, which means all datacluding the IR
address of the precedent AP istransmitted via the air inte
face, thus the internal dadase can be updated (see right
branch in Figure 6).

3. Ifthe AP-ID is in the database, the AP magaide to use the
HO with signaling over the wire line access network.rdo

ever, if the present database needs to be updated, the AP can

decide to use the other type of HO neteless.

4. Within the slow HO procedure, the AP receives infation to
update/set up its personal wipgy database and stores tlee r
spective caple of AP-ID and IP-address therein.

If MTs from the same precedent AP enter the qage area
of an AP, all the relevant address information is available
and the “fast” HO procedure can be executed. For tire pu

pose of updating the database, the slow procedure can be

demanded periodically, see Figure 6.
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database [T
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Scenario Description
We assume a simple scenario with one MT moving from one
AP (AP 1) to another AP (AP2), as showritiin Figure 2
and Figure 4. Since our focus is based on the protocol caused
delay times, we presume a perfect link without any disruption
or loss of packets on the air interface. Data packets only get
lost in case of being misrouted during the HO procass its
subsequent association procedure. Since no Automatic R
peat Request (ARQ) is applied, those packets will not be re
transmitted. For all simulations we consider the MT tomnai
tain an active biirectional conection with symmetric
DUCs loaded by 64#it/s, respetively 2Mbit/s-Poisson
sources. Only packets that reach the receiver will beueval
ated, thus packets that get lost do not contribute to the delay
evaluation.

Handover without network support (slow HO)
We start by examining the protocol caustalay times
within the nonbackbone supported scenario. As said ig-Se
tion 4.1, all data related to DLC association and connection
needs to be Hransmitted via the air interface.
Figure 7 points up the messages and PDUs that need to be
exchanged.

Inferval, Tigger
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Figure 6: Dynamic composition of a topology database
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Figure 7: RLC-messages for HO without backbosigpport

Figure 8 shows the complementary distribution function
(CDF) of the simulated delay times for this HO type,
regarding upand downlink separately.
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kbit/s, resp. 2 Mbit/s (Phynode: 36 Mbit/s), slow HO

For the simulations in Figure 8 we took Poisson sources ge In order to highlight the previously described effect for the
erating traffic of 64 kbit/s resp. 2 Mbit/s. Since the CDFs of UL delay times, a lower Phgnode, BPSK1/2, with a

the delay times oboth traffic loads are the same, only two  nominal data rate of only 6 Mbit/s was chosen, whereas the
curves can be seen here. The reason for this congruence liesource with 2Vbit/s was kept.

in the chosen Phynode 16QAM3/4 with its nominal data Figure 10 shows the result of this simulation. The delay for

rate of 36 Mbit/s that is even able to serve the load of 2 both connections increases, due to additional time needed to
Mbit/s without causing adtional delay empty the buffer.

The discrepancy in the delay times for UL and DL is due to

the loss of DL packets during the HO, thus they are not co 1 B E—

sidered within the evaluation. Both curves show an gsym 50% —=pe Dok T

totic behavior towards 11ms (Downlink) and 27 ms (Uplink).
This can be explainedith the help of Figure 7. As said in

the previous section, DL packets get lost during the H® pr
cedure. This happens as long as the IP raypelate packet
(see Figure 2 and 7) has not been sent. Concerningytod-i

0.1 :
7, at least another 5 MAC frames (5x8m10 ms) are 0.01 - X\ / .
\ Y
Y .

P(T>t)

needed, before earliest user data may be transmitted again. Handover without 2
For the uplink, whereas no packets get lost the packets have network suppoit
to be cached by the MT and cannot be sent before the whole \ \
association procedure is run through. As indicated by Figure  0.001 0 5 1‘0 1‘5 20 2‘5 b 3"0 : '55
7, this lasts at least 10 MAC frames (10x2ms=20ms < 27ms). Delay [ms]

Here we note another effect that causes extra delay: Dueto . ]

the long queue in the MT, all buffered data cannot be sent  Figure 10: Packet Delay for a connection with load of 2
within one MAC frame, but additional frames are needed. ~ Mbit/s (Phymode: 6 Mbit/s), slow HO

For the DL this effectloes not appear, since thesnauted

packets are not buffered but lost. Handover with network support (fast HO)
Figure 9 shows the number of lost PDUs for both traffic In the following we focus on the backbone supported HO,
loads. For the 64 kbit/s load we register ameanloss of 3 presented in Section 4.2. Now, most of the association and
PDUs, whereas the mean loss for the 2 Mbit/s load is 79 connection related data is transmitted via the wired backbone
PDUs. from theold AP1 to the new AP2, cp. Figures 4 and 5. Only
little information needs to be provided by the MT and san
mitted via the air interface.
Figure 11 shows the messages and PDUs that neesl to b
trarsferred for this HO.
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Figure 11: RLC-messages for HO with backbonepport,
fast HO

The message RLC_HANDOVER_REQUEST contains the

DLC-ID of the old AP1 the mobile was connected to before.

The new AP2 determines the respectivealitiress with the
help of the database described ircBen 5 and aquires all
DLC related information from AP1. Comparing Figure 11
and Figure 7 we can see, that the HO now is executgd si
nificantly faster. Also the routapdate message can be sent
earlier.
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Figure 12: PacketDelay for connections with load of 64
kbit/s, resp. 2 Mbit/s (Phynode: 36 Mbit/s), fast HO

packages seams to deteate (compare DL curves of Figure
8 and 12). However, comparing the uplink curves of both
Figures discloses the real gain.
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Figure 13: Packet Delay for a connection with load of 2
Mbit/s (Phymode: 6 Mbit/s), fast HO

Thesame is valid if we regard also the heavily loadee-sc
nario (load: 2 Mbit/s, Prymode: 6 Mbit/s) of Figure 13.
Again, we compare theplink curves of the respectivedfi

ures 13 and 10, sincedfare not éfected by mérouted
packetsWhile for the first HO type without backbonesu
port the probability for a packet to fer from a delay of e.g.
more than 20ms is 50% (see Figure 10), the respectivie-pro
ability for a packet served by the other HO type is only 3%.

7. CONCLUSION

In this paper, a concept for efficient and seamlessanov
ment between different network environments with as little
intervention from the user as possible is targeted. For that
purpose a generic b interface has been developed within
the BRAIN project to onnect different kind of link layers
and the IP layer and to serve the IP layer with ayppiate
triggers for mobility support. The applicability of this generic
concept to H/2 results in an appropriate@®, which
supports the HO between difnt AP cottrollers. This
horizontal network HO involvesiteraction with the IP

Figure 12 shows the simulation results for the same 64 kbit/s‘mobility protocols and signalinggween the link layer and

2 Mbit/s traffic sources as for the previous simulations.
Again, we apply first the highest Pimgode 16QAM3/4 with
the nominal data rate of 36 Mbit/s. For the simulations we

IP layer through the HCL. Whereas for macrmobility
common @proaches can be applied, for the miermbility
within the acess network different concepts are discussed.

assumed that the data transfer via the wired backbond-is su Especially, for fast HO procedures witeduced signaling

ficiently short and is executed in parallel to the DLC setup.
As we can see, there is almost no discrepancy anynere b
tween the CDFs of UL and DL, since this type of HO allows
tunneling of misrouted packets from AP1 to AP2, thus no
(DL) packets get lost and now contribute to the eaatn.
This is also the reason, why the total amount of time for DL

over the air interface a new approach has been described in
this paper. A detailedebcription of the functionality and
procedures involved are exemplpiprovided for H/2.

To avoid time and resource comsing authentication and
registration procedures when a mobile changes the point of
attachment, a novel expedited signaling scheme over the



backbone network is proposed. By means of discovevy pr  [10]
ceduresand caching each AP is aware of the neighboring
APs and allows to exchange user and connecticavaek

data from the old to the new AP instead ajrsaling over the
air. A prerequisite is the knowledge of routes to the
neighbaing APs. The respective pratols needed toyd
namically build up such a topology database in each AfR co
troller have been described in thisger, too. By means of
simulations we thereafter investigated the effects okbac
bone signaling on the packet delay. Obviously, the accele
atedHO procedure will be the basis for a possiblersiss
HO. However, we have shown that the fast HO is not a
standalone solution, since its accuracy depends onea dat
base, which is maintained up to date only due to the deplo
ment of the slow HO type. In sh a way both concepts o6
plement each other.

(11]

(12]

(13]

(14]

15
With this new concept of signaling over the backbone and 1)

building up topology databases a seamless HO beconges po
sible, which explores the scare radio resource in agiefit

way at the same time.

Since the bsic concept behind the new proposed HO scheme
for horizontal HO as described in this paper is independent
of the access technology, it is expected that for the vertical

(16]
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