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The paper deals with optimizations of the

transmission of capacity requests in a medium access con-
trol (MAC) protocol for an ATM air interface, which en-
ables a full integration of mobile ATM terminals into a
fixed ATM network by realizing statistical multiplexing of
ATM cells on the air interface. The fast notification of the
base station about ATM cells arriving in mobile terminals
is a critical item of each ATM-based centrally controlled
MAC protocol. The paper introduces a new algorithm,
that combines random access with polling by dynamically
selecting the access scheme with highest throughput. For
fast collision resolutions a high speed splitting algorithm is
used. A detailed performance evaluation of the algorithm
and protocol is given.

I. INTRODUCTION

Following the general trend of extending services of fixed
networks to mobile users, an advanced medium access control
(MAC) protocol for a mobile radio system is investigated in
this paper, which enables the full integration of mobile ATM
terminals into a fixed ATM network [1]. This full integra-
tion requires a transmission of ATM cells over the air interface
in such a way that the protocols of the ATM adaptation layer
(AAL) are not involved [2]. Thereby the radio link behaves
like an ATM multiplexer and is integrated transparently into
the ATM network. The resulting protocol stack is shown in
Fig. 1. At the air interface, the ATM physical layer and parts
of the ATM layer are replaced by a wireless physical layer as
well as an additional data link layer consisting of a logical link
control (LLC) and a MAC sublayer. Possible applications of
such a mobile radio system are ATM LANs, cellular mobile
radio and Radio in the Local Loop (RLL) networks.

The transmission of ATM cells by means of virtual chan-
nels (VC) over an ATM air interface between several mobile
terminals (MT) and a central base station (BS) leads to a MAC
protocol, that realizes an ATM-like statistical multiplexing in
the specific wireless, mobile scenario characterized by multi-
ple access of not easy to coordinate terminals. By means of
the MAC protocol the MTs have to share the common chan-
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Figure 1: Protocol stack for full integration of mobile ATM
terminals into a fixed ATM network

nel capacity fairly and according to their negotiated Quality of
Service (QoS). Special attention has to be payed to the max-
imum cell delay of real-time oriented (CBR, VBR) services.
Statistical multiplexing on a TDMA channel is used with a slot
length ����� � � able to carry one ATM cell together with the nec-
essary overhead for training sequence, synchronization, FEC
and guard time.

A fair (and efficient) medium access control based on sin-
gle ATM cells is possible only, if the allocation of slots is con-
trolled by a central instance (central MAC coordinator) [3].
In the system considered, this central MAC instance is run-
ning in the BS. Full duplex transmission by frequency divi-
sion duplexing (FDD) is assumed. This avoids performance
loss because of transmitter turn-around time. But it should be
noticed, that the MAC protocol described below can easily be
adapted to a time division duplexing channel.

The MAC protocol considered is called DSA++ (Dynamic
Slot Assignment). Its functionality together with several vari-
ants and improvements to enable a co-operation with the LLC
layer has been introduced in [4]. This paper focuses on the
transmission of capacity requests from MTs to the central
MAC coordinator located in the BS.

II. THE DSA++ MAC PROTOCOL

The basic concept of DSA++ is to consider a radio cell,
consisting of a central BS and several MTs, as a distributed
queueing system. The central MAC coordinator within the BS
follows a service strategy that considers the QoS requirements
of each VC and their instantaneous capacity requirements sep-
arately.

A BS operates a physical channel accessible by multiple
MTs after executing a registration procedure. The allocation
of capacity of the physical channel takes place slot–by–slot
(horizontal reservation). It is controlled by the BS as central
instance. Reservation of slot positions within a frame struc-
ture (vertical reservation) as performed in PRMA-like proto-
cols [5] is not used, because this STDM (Synchronous Time
Division Multiplexing) behaviour contradicts the statistical
multiplexing of ATM cells and leads to higher queueing de-
lays and wastes capacity due to reserved but unused slots .

The DSA++ protocol functions can be described as fol-
lows:!

Signaling of capacity (slot) assignments/reservations on
the downlink by the BS!
Transmission of capacity requests on the uplink (by inband
signaling, random access, polling) by the MT!
Service strategy in the BS to determine the order of ATM
cell transmissions on uplink and downlink!
Random access versus polling (or both together)!
Fast collision resolution algorithm and stability control of
random access protocol



The DSA++ protocol groups the signaling messages for
several consecutive slots in a downlink signaling burst open-
ing a signaling period of a specific length (see Fig. 2). Because
only this downlink signaling burst is send in broadcast mode,
power control can be used for all other bursts. A downlink sig-
naling burst contains the following messages:!

a reservation message for each uplink slot of the signaling
period!
an announcement message for each downlink slot of the
signaling period!
a feedback message for each random access slot of the pre-
vious signaling period!
a field of other system signaling messages (paging channel,
info channel, collision resolution, etc.)
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Figure 2: Downlink signaling scheme of DSA++ protocol

The number of messages within a downlink signaling burst
and therefore the length of a signaling period depends on the
available number of bits in a burst. Realistic period lengths
are in the range from 8 to 15 slots. Transmission of announce-
ment messages permits MTs to leave a physical channel for
short time intervals (e.g. to scan other channels or switch to
power save mode) without loosing synchronism or missing a
message. The ternary feedback messages (collision, success,
empty) are used to enable fast collision resolution for capacity
requests transmitted in contention slots.

The influence of the period length, announcement mes-
sages and transmission of capacity requests on the perfor-
mance of ATM cell transmission over uplink and downlink
will be evaluated in section VI.

III. ATM CELL SCHEDULER AT THE AIR INTERFACE

The capacity of an ATM air interface (e.g. 34 Mbit/s per
carrier [6]) is relatively low compared to multiplexers of fixed
ATM networks. To ensure the negotiated QoS for each VC,
the centralized MAC coordinator uses an ATM cell scheduler
based on static or dynamic priorities [7].

The priority calculation for a VC or MT is based on their
capacity demands. They are expressed by the so called dy-
namic parameters characterizing e.g. the number of waiting
cells and their due-dates. The dynamic parameters represent-
ing the downlink are always up-to-date. The priority of a MT
has to be based on the last transmitted dynamic parameters.
The BS can estimate the number of newly arrived cells since
the last transmission of the dynamic parameters by extrapo-
lating the past history of the associated VCs, the accuracy of
which depends on the type of VC. For CBR-like VCs nearly
exact predictions are possible. For VCs of other types pre-
diction cannot be as exact. Therefore it is useful, to transmit
the newest dynamic parameters as frequent as necessary. This
is performed in two steps: First, each MT adds the dynamic

parameters to the header of each burst carrying an ATM cell.
Second, a BS can request the actual dynamic parameters by
polling or it can ask the MTs to transmit their parameters by
random access. In order to minimize the overhead, polling and
random access always take place in special short slots with -.
to -/ the length of a normal slot (depending on the used mo-
dem) [4].

Based on the dynamic parameters, the scheduler executes
a service strategy to determine for each slot which MT should
transmit or receive. Between ATM service classes static prior-
ities are used (CBR 0 VBR 0 ABR 0 UBR). Within the CBR
and VBR classes the relative urgency discipline [8] is consid-
ered, where the priorities of ATM cells depend on their wait-
ing time and their connection specific QoS requirements. Un-
der this strategy the probability for cells being late (exceeding
their due-dates) is minimized.

IV. POLLING VERSUS CONTENTION

The fast transmission of dynamic parameters is of crucial
importance for the observance of the required maximum cell
delay �21436587 of real-time oriented services. Therefore, their
transmission is performed with high priority. The MTs are de-
ciding about the frequency and time of transmissions. The rea-
son for transmission of dynamic parameters is usually, that an
ATM cell arrives at an empty queue so that this MT did not re-
quest further slots when transmitting the previous ATM cell.
This kind of MTs is called to be in contention mode. 9;:=< > is
the set of all MTs which are in contention mode at a moment.
Note, that only those contention mode terminals have to trans-
mit their dynamic parameters, in which a new ATM cell has
arrived.

If a MT is operating multiple VCs at the same time, e.g. a
mixture of ABR and CBR/VBR channels, it may happen, that
the last transmitted dynamic parameters are only an inaccurate
description of the real capacity requirements. For instance,
a MT can request a slot for an ABR cell which will be han-
dled with low priority. After the new arrival of an CBR/VBR
cell with a much smaller due-date, the dynamic parameters ex-
pressing the increased urgency have to be transmitted again.
It is difficult to describe the arrival process of the multiplexed
cell stream and to determine its maximum cell delay �?1�3@5�7 .
These descriptions are necessary for the below described algo-
rithm inside the BS. Solutions for handling such parallel VCs
have to take into account the functionality of the LLC layer. A
detailed discussion on this topic can be found in [7]. To sim-
plify things, the following algorithm is considering only one
VC per MT.

It is the task of the BS to provide a sufficient number of
short slots for transmission of dynamic parameters, which is
performed by a combination of polling and random access.
Therefore, it determines for each new signaling period the
number of polling and random access slots to be provided on
the uplink. The used algorithm has to be executed in real-time
and thus has to be very runtime efficient.

The BS determines for each MT in contention mode the
probability of a new arrival since the last transmission of their
dynamic parameters. In order to simplify the algorithm and
reduce the calculation effort, but also for lack of detailed spec-
ifications of the arrival process in MTs, we currently use only
the mean cell rate for this estimation. Thus the arrival of ATM
cells in MT A is modelled by a Poisson sources with mean rateBDC AFE . The probability of at least one arrival during the interval�4G H�� I C A�E since the last transmission of its dynamic parameters
and with it the probability of success JK��L�>M> C A�E when polling



this MT is:

JK�NL8>M> C AFE
O;PRQTSVUXW4Y[Z8\^] _ ` aMb c8YdZ�\8efAhg�9;:=< > (1)

The precision of this estimation has to be improved espe-
cially for correlated sources like CBR [7] and for very bursty
sources like some ABR or VBR services by using more pre-
cise models. They can easily be implemented in the algorithm
if the necessary parameters are accessible from the QoS pa-
rameters.

The determination of the probability of success in random
access takes place by estimating the number of MTs i :d< > ,
which are willing to access. This is done by adding the prob-
ability of access JK�NL8>M> C AFE of all MTs in contention mode:

i :=< > O jZ4kmlon[pMq J ��L8>M> C AFE (2)

With ir:d< > , the expected number of short slots necessary for
the full resolution of the collision can be determined, which
depends on the used collision resolution algorithm. From it,
the throughput of random access s�:d< > can be derived. To sim-
plify the algorithm, s�:d< > could be estimated to be constant with
a value between 0.35 and 0.45. The influence of this simplifi-
cation is of further study.

In general, the access mode with highest probability of suc-
cess is chosen. But the connection specific maximum cell de-
lay � 1�3@5�7 has also be taken into consideration. Therefore it
is necessary, to poll the dynamic parameters of a time-critical
VC in MT A after a certain time, independent of J ��L8>M> C AFE . Re-
lated to the moment of the last transmission of its dynamic pa-
rameters, a MT has to be polled after tvu?� � �xw2�?1 C AFE with mean-
ingful values of parameter tvu?� � � between y�z { and y�z | .

Based on the above considerations, the algorithm for pro-
viding slots on the uplink for transmission of dynamic param-
eters works according to the following rules:

1. MTs with J ��L8>M> C A�E}0~s :=< > will be polled.

2. MTs with �4G H8� I C A�E�0�tvu2� � ��w��?1 C A�E will also be polled.

3. MTs, which are to be polled, are taken out of the arrival pro-
cess for random access, and a recalculation of ir:d< > is per-
formed. The collision resolution algorithm uses this newi :d< > to determine the necessary number of random access
slots.

4. Each signaling period has to provide at least one random
access slots to work around the inaccuracies of estimations
using the Poisson model, and to allow access for contention
mode terminals, at which a new ATM cell has arrived dur-
ing the last signaling period.

The results of access in polling and random access slots
have to be evaluated at the end of each signaling period.

But especially the results of random access have to be eval-
uated very carefully. Due to fading, a free random access
slot does not indicate, that no MT has to transmit its dynamic
parameters. Furthermore, a successful transmission does not
necessarily mean, that there was exactly one MT, because of
capture.

MTs, which were able to successfully request capacity for
transmission of ATM cells (by transmitting dynamic param-
eters in polling or random access slots) are removed from9 :d< > . If no answer is received in a polling slot, a transmis-
sion error on the forward or backward direction has occurred
and the previous status of the MT remains unchanged. If a MT
transmits dynamic parameters with no capacity request, then�4G H8� I C AFE and JK��L�>M> C A�E have to be reset to zero and the MT is left

in 9;:=< > . The same is performed for MTs, which have entered
contention mode during the last signaling period.

Based on the results in random access slots, the collision
resolution algorithm determines a new a posteriori estimationir:d< >�� . This value is then used to correct the estimations ofJK��L�>M> C A�E . Thereby, all MTs in 9;:d< > have to be treated in the
same way, since no knowledge about the identity of the col-
lided MTs is available.

The correction of J ��L�>�> C A�E is performed by the following
steps:

1. Calculation of ir:d< > U O�� Z4kml n[pMq JK�NL8>M> C AFE
2. Calculation of �~O�� U�� n�p�q �� U�� n[pMq�� , with � being the size of9;:=< >

In the next signaling period �JK�NL8>M> C AFE is used instead ofJK��L�>M> C A�E for all MT in 9;:=< > :
�JK��L�>M> C A�E�O�P@Q��@w?SVUKW�YdZ�\^] _ ` a�b c�YdZ8\ (3)

After the collision has been completely resolved ( i :=< >�� Oy ), � is reset to 1 so that J ��L�>M> C A�E is used again for all MTs.
It is important to note, that the calculation of the correction

factor � is always based on the original JK��L�>M> C A�E and not on�JK��L�>M> C A�E of the previous period.
A performance evaluation of this algorithm together with

the description of the simulation model is presented in section
VI.

V. FAST COLLISION RESOLUTION ALGORITHM WITH

DELAYED FEEDBACK

The signaling period of the DSA++ protocol gives rise to
following constraints for random access:!

The result of random access is broadcasted to the MTs as
feedback message inside the next downlink signaling burst.
Thus, there is the situation with delayed feedback as de-
scribed in [9].!
Each signaling period can provide nearly any number of
random access slots. The maximum number of random ac-
cess slots is only limited by the size of a downlink signaling
burst, because it has to carry the necessary signaling mes-
sages.

Due to the previous described urgency of the transmission
of dynamic parameters, the random access does not have to be
optimized to maximum throughput but to short delays. A criti-
cal item is the delayed feedback, because a second random ac-
cess of the same terminal is only useful, if the feedback of the
first access has been evaluated before. Therefore, a dedicated
short signaling period can be used to enable fast transmission
of feedbacks [4]. This is especially useful during a collision
resolution phase, when a period contains multiple random ac-
cess slots. The resulting shorter duration of the collision res-
olution has to be payed with an increased signaling effort on
the downlink.

The duration of a collision resolution is also influenced by
the used collision resolution algorithm. The DSA++ protocol
uses a splitting algorithm [10, 9]. Due to delayed feedbacks,
multiple collision sets are resolved in parallel, corresponding
to parallel splitting instances. Fig. 3 depicts, that a collision
instance can be generated from the waiting set or from a col-
lision set of the previous step/period by splitting. Several op-
timizations of the original splitting algorithm described in [9]
cannot be utilized because of the requirement on short delay.
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Therefore, the maximum stable throughput/efficiency of the
employed algorithm is 43%.

The ternary splitting algorithm [11] is a variant of the origi-
nal binary algorithm. After a collision, the collision set is split
into three subsets, resulting in more slots required for a colli-
sion resolution (40 % efficiency) compared to binary splitting,
but less steps or periods, because more slots can be accessed in
parallel. The delays with the DSA++ protocol are more result-
ing from the necessary number of signaling periods to resolve
a collision and less from the number of used short slots. In sec-
tion VI it is shown by simulations, that the ternary splitting al-
gorithm leads to a better performance of the DSA++ protocol
than the binary algorithm.

VI. PERFORMANCE EVALUATION

The performance of the presented protocol with its several
parameters has been evaluated by computer simulations using
the SIMCO3++ tool [12]. The physical channel is assumed
to be error free. The default parameters of the MAC protocol,
used in all simulations, are as follows:!

Length of signaling period ����O��!
Ternary splitting algorithm!
Usage of announcement messages!
Usage of dedicated shortened signaling periods during col-
lision resolutions

The following performance parameters are measured:

delay distribution of ATM cells: Delay from the arrival at
the sender to its reception at the receiver

ratio of lost cells: Ratio of ATM cells exceeding their �?1�3@587
downlink signaling overhead: Ratio of downlink slots used

for signaling bursts

The delays are compared to an ideal multiplexer with the
same capacity utilizing a FCFS discipline, which gives the
lower bound of delays.

The length of a simulation run is automatically controlled
by the LRE algorithm [13] which limits the relative error to a
predetermined value, and which is able to handle correlations
in the measurement values. The relative error of the diagrams
presented in this paper is always lower than 10%.

A. Scenario Description

Two scenarios are considered:
Scenario 1 is used to evaluate the performance of random

access and collision resolution. It consists of 6 MTs each op-
erating a bidirectional VBR VC with an overall load of 75%

of the channel capacity on uplink and downlink each. The ar-
rival process is modelled by a Poisson source with QoS re-
quirements according to a maximum delay of �4yxy�� ��� � � (4 ms
at 34 Mbit/s). The Poisson source is used because of its high
variation of inter-arrival times resulting in a large population
of contention mode terminals.

The following parameters can be varied:!
Length of signaling period � � (see Fig. 5)!
Order of splitting algorithm (see Fig. 4)!
Usage of polling (see Fig. 6)!
Usage of announcement messages (see Fig. 8)

In Scenario 2 the following more realistic traffic mixture is
used, assuming a channel capacity of 50.000 ATM cells per
second corresponding to a gross bit rate of 34 Mbit/s [6]:

service ATM class #MT load per VC � 1 3@587
voice CBR 5 y�z  V¡x¢ 5 ms
video VBR 5 PxP�¢ 30 ms
data ABR 2 P£¡v¢ 2 s

The overall load results to 85% of the channel capacity on
uplink and downlink each. The voice service corresponds to a
64 Kbit/s PCM codec, the video service is according to [14],
and the data service is modelled by a Poisson source.

B. Interpretation of Simulation Results

1) Length of Signaling Period The length of a signaling
period affects the delays by different effects:!

The dynamic of the scheduler is influenced, because with
longer periods the interval between a reservation or an-
nouncement message send in a downlink signaling burst
and the associated slot becomes larger. This results in
longer delays, because urgent new arrivals have to wait for
the next period.!
The signaling overhead on the downlink decreases with in-
creasing periods.!
Shorter periods allow earlier feedbacks resulting in faster
collision resolution.
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For the downlink the effects are partly compensating each
other (Fig. 5). For longer periods the negative influence of the
decreasing dynamic dominates.
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The usage of dedicated short signaling periods for fast col-
lision resolution leads to a considerable reduction of the delay
on the uplink, but increases the delay on the downlink because
of the additional signaling effort. Therefore, shortening a pe-
riod has to be used carefully, e.g. gradually decreasing length
with ongoing collision resolution.

2) Order of the Splitting Algorithm The ternary splitting
algorithm requires less steps or periods but more short slots to
resolve a collision than the binary algorithm. With fixed pe-
riod lengths the signaling effort is constant, and therefore the
delay of the downlink is not affected by the order of splitting
(Fig. 4). With shortened periods, the delay on the downlink is
shorter for the ternary algorithm, as expected.

The influence of the splitting order on uplink delay is op-
posing. With shortened period, the order is of minor affect,
but with fixed periods, the ternary algorithm leads to remark-
able shorter delays.

Therefore, all other simulations have been carried out with
the ternary splitting algorithm.
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3) Polling The combination of random access with poll-
ing reduces the number of dynamic parameters transmitted in
random access slots. Thus, the delay from the arrival of a new
ATM cell at a terminal to the successful transmission of the
corresponding capacity request is shorter, which is shown in
Fig. 6. The steps in the curves result from the length of the

signaling period. Each step represents one step of the collision
resolution.

The positive effect of the combination of polling and ran-
dom access especially occurs at lower load, when more termi-
nals are in contention mode, but highly depends on the chosen
scenario and will be smaller for non-Poisson sources.

4) Maximum Throughput Signaling reduces the capacity
of the downlink whereas random access and polling slots re-
quire capacity of the uplink. Fig. 7 shows the mean delay over
an overall load s when utilizing polling. It can be seen, that the
capacity of the downlink is reduced by -½m¾ , as expected.
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Figure 7: Mean delay ��1 over overall load s
5) Influence of the Announcement Information In section

II the advantage of announcement messages has been de-
scribed. Here the costs of these messages are evaluated. The
influence on the downlink delays is shown in Fig. 8. If an-
nouncement messages are used, only the ATM cells available
at generation time of a downlink signaling burst can be con-
sidered. If not enough cells are available at generation time to
fill the whole period, slots will be unused. New arriving cells
cannot be transmitted in these free slots and have to wait for
the next period resulting in lost efficiency and longer delays.

This effect can be minimized by declaring free slots for
broadcast transmission. As a result all MTs have to listen to
these slots and thus the receiver of bursts to be sent in these
slots can be chosen later. The complementary delay distribu-
tion function which results from this improvement depends
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on the scenario and will lie between the two curves shown in
Fig. 8.

6) Scenario 2 with mixed traffic of different ATM classes
Because of the different requirements on maximum delay and
caused by the high overall traffic load, the ideal ATM mul-
tiplexer based on a FCFS discipline is not able to deliver all
ATM cells in time. Since the MAC scheduler (utilizing a ser-
vice strategy with a combination of static priorities between
service classes and the relative urgency discipline inside a
class) prefers urgent cells, no cells exceed their �21436587 .

DSA++ ATM-Mux
ATM Down Up
Class È 1 É�ÊxË�Ì È 1 É�ÊvË�Ì È 1 ÉFÊxË�Ì
CBR 0.1ms 0% 0.1ms 0% 1.8ms 42.0%
VBR 4.5ms 0% 4.3ms 0% 7.7ms 0.2%
ABR 0.13s 0% 0.8s 0% 6.3ms 0%

Table 1: Mean delay ��1 and cell lost rate J ÊvË�Ì OÍJ C �F1Î0�?1�3@587mE depending on the ATM service class (overall loads =85%)

The results show the needs for an ATM cell scheduler at an
ATM air interface in a dramatical way. When not distinguish-
ing between real-time and non real-time services, the QoS re-
quirements can only be met for some good-natured services.

VII. CONCLUSIONS

The paper has described an improved algorithm for the
DSA++ MAC protocol, which uses a combination of random
access with fast collision resolution and polling for fast trans-
mission of capacity requests.

Further studies will focus on models of realistic sources,
used for the estimation of the probability of success of polling.
Also analyses will be carried out to optimize the generation of
new splitting instances from the waiting set.
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