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Abstract — The paper modelsthe medium access control (MAC) layer of awireless ATM network as a
distributed queueing system. A random access channel with short slotsis used for the transmission of ca-
pacity requestsfrom distributed queuesin thewirelessterminalsto the central scheduler in thebase station.
Thepaper describesthe mathematical analysisof afast collision resolution algorithm which isbased on con-
ventional splitting algorithmsbut employsidentifier sof terminalsto choose a subset after a collision. Based
on the analytical results, a new medium access control protocol for the random access channel is defined
which is called probing algorithm. Its performanceis evaluated by stochastic smulations.

1 Introduction

Future broadband multimedia tel ecommuni cation networks according to the 1-300-series of the ITU-T recommen-
dationsare based on a packet switching technique established in 1990/91, the so-call ed asynchronoustransfer mode
(ATM).

In this paper we analyse amodel of the medium access control (MAC) layer of awireless (W) ATM network.
The MAC layer is characterized by the realization of a distributed queueing system in Fig. 1 asdescribedin [4, 5].
The scheduler of the distributed queueing system is located in the central base station. The buffers with packets
(so-called ATM cells) waiting for transmission over the radio link from the wireless terminals to the base station
arelocated in the terminals.

A difficult task of the MAC protocol isthe transmission of the queue status (so-called capacity request) from the
terminalsto the scheduler in the base station, where it is required for the correct execution of the serving strategy
of the scheduler.

Usual MAC protocols for W-ATM networks are using
frames of variable length (so-called periods) with dlotsfor ——————————
the transmission of ATM cells and shorter dots for the  terminal
transmission of capacity requests. At the beginning of each 0
period the assignment of slots of the period to terminalsis
broadcasted by the base station. The number of short slots
in aperiod can be chosen from 0 to n withreadisticn < 50. -
The sequence of short dotsis called random accesschan- ——————————
nel (RACH). Polling means, that the base station invitesa  terminal :| |:|

base station

specific terminal to transmit in areserved slot. Random ac- 1
cess happens, if a group of or al terminals are allowed to
transmit in a slot. The result of a random access (ternary .
feedback: free, successful, collision) is broadcasted by the : ;
base station at the end of each period over afeedback chan-
nel. An error-free feedback is assumed. In the conclusions  ominal |:| :| |:|

N transmission

of capacity

of the paper we discuss the effect of faulty feedbacks. If a k
collision occurs, al collided packetsarelost and haveto be !
retransmitted’. A collision resolution algorithm is neces- ¢Vreques S

sary to guaranty stability and limited delays[1].

The literature describes splitting algorithms as the colli-
sion resolution agorithms with highest throughput [2, 3].
In this family of algorithms terminals are grouped to sets.
All terminals of a set are allowed to transmit in a specific
slot. A transmission will only be successful, if a set contains exact one terminal. After a collision the set is split
into several subsetsaccording to the order of the collision resolution algorithm (two subsetswith binary a gorithms,
three subsets with ternary algorithms, etc). A collided terminal choosesitsfollowup subset by using acertain strat-

Figure 1: Modelling the MAC layer of a W-ATM
network as a distributed queueing system
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1Capture may enable the reception of the packet with the highest signal strength even if a collision occurred. This effect is neglected.



egy (eg. by an unbiased random experiment, so-called coin flipping). If no collision occursin asubset, the collision
isresolved, otherwisethe subset issplit again. In blocking algorithms, acollision resolution phaseis started with a
start set. Terminalswith new arrivals are not allowed to access the subsets of an ongoing phase. They haveto wait
for the next start set founding a new phase. Unblocked algorithms allow new arrivals to enter the current phase
directly. It has been shown that this decreases the performance slightly but reducesimplementation effort [3]. The
performance of collision resolution algorithmsis given by throughput (radio of slotswith successful transmission
to al dots) and delays.

Dueto the support of realtime oriented multimediaservicesin ATM networks, the collision resolution algorithm
inaW-ATM network is less to be optimized to throughput but to short delays. Furthermore, the maximum delay
is an important performance parameter.

2 Modd of the RACH

We introduce the following model of the
RACH: We assume that a period of duration Assignments Feedbacks
Tp is able to offer any number of RACH dots.
In aterminal the need for transmitting capacity
requests is modelled by the arrival of a packet. ‘
We assume the probability p of at least one slot 1 =
new arrival in atermina during one period 7p. slot 0 f-+
New arrivals can only occur at terminals with 4 il
no waiting packet. At the start of each period :
the base station determines the assignment of
slots to groups of terminals. Attheend of each  Figure 2: Model of the RACH for transmission of capacity re-
period the error-free feedbacks are broadcasted. quests

Thismodel differsfrom that of other systems
in following items:

o Limited and known number of terminals, since terminals have to register before transmitting capacity requests.
The terminals are numbered by consecutive identifiers from aidentifier space [0, . .., o™ — 1] with o being the
order of the space and n being its dimension.

e Unlimited number of simultaneous slots per period
o Delayed feedback at the end of each period
e Delays are measures as multiples of the period duration 7p.

3 Analysisof the Identifier Splitting Algorithm

Since the number of terminalsis limited and known, it is useful to distribute collided terminals on the followup
subsets according to their identifiers leading to the identifier splitting algorithm. With each splitting step the di-
mension n of the remaining identifier space decreases by one.

For the binary (o = 2) identifier splitting algorithm the number of terminals in the resulting subsetsis a hyper-
geometric random variable. In case of acollision (k¢ > 2) the probability of &; terminals choosing the left subset
and theremaining k. = k — k; terminals choosing the right subset is:

(k) Go)
(%)
We analyse the throughput of the identifier splitting algorithm by determining the number of dots N, , (k) for

the resolution of a start set of k terminals (splitting order o, dimension n of identifier space). The recursions (2)
for the binary and (3) for the ternary algorithm are used with the starting condition N, ,,(0) = N, , (1) = 1.
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Figure 3: Example of binary (o = 2) identifier splitting with identifier space of dimensionn = 4
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Figure 4: Throughput p, ,, (k) of binary (o = 2) and ternary (o = 3) identifier splitting algorithm with binomial-
distributed number of terminalsin astart set
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Thesize k of astart set of acollision resolution phaseisabinomial random variablewith0 < k < o™ and mean
k. Thus, the throughput p, » (k) is calculated by (4).

— k
pon(k) = o (% 5\~ @)
5 Nent)- () (£) (1-5)

The curves p, , (k) in Fig. 4 for the binary and ternary algorithm have been calculated numerically. For com-
parison, the throughput of the coin flip splitting algorithm with a Poisson distributed size of a start set is given.

Thedistribution of delaysis also calculated by arecursion. We define the probability p, » (I, m) of m mobiles
till being involved in acollision of astart set of k terminals after [ splitting steps.
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Figure 5: Complementary distribution of delays P, (74 > t) of binary (o = 2) and ternary (o = 3) identifier
splitting algorithm with binomial distributed number of terminalsin a start set (operating point & = 1.5)
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The complementary distribution of the delays 7, resultsin:
1 k
Po,n,k('rd>t): Eﬂ;m.poynyk(tt/er’m) , k>0 (7)

Taking into account the binomial distributed size k of a start set, we get the complementary distribution of delays
P =(rq4 > ) in(8). Fig. 5 shows the curves with the numerically calculated values.

on,k
o™ — \ k — o=k
1 o" k k
P, rlra>1) = f; (k) (0—n> (1 - 07) ko Popg(ra>t) , k>0 (8)
The calculation of the average delay 7, is based on the probability function of the number of periods required
for the successful transmission of a packet in eg. (9) and (10).

1 for k=1,1=1
min(k,2"~1) (Qn—l)(zn_})
L %#"an—il_l k_"an— —il_l
P =0 F &y el ) el =1) (g
for k>1,1>1
0 else



10

T Coin Fli Coin Flip
L] (infinitegpace) (infinite space

6

4

-------- 2-Coin Flip (infinite space) 3 # ~ | - 3=Coin Flip (infinite space)
£ | —— 2-ldentifier (finite space) b — 3-lIdentifier (finite space)
‘ Jo ‘() size of identifier space | XD size of identifier space
ol o ‘
0.1 1 10 100 — 1000 10 100 — 1000
K — = K — =

Figure6: Averagedelay 74, ,, (k) of binary (o = 2) andternary (o = 3) identifier splitting algorithm with binomial
distributed number of terminalsin astart set
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P3nk(l) = (10)

Using these equations, the average delay 74, ,, (k) and its variance o can be calculated. The curves Tdon (k)
are shown in Fig. 6.
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4 Derivation of the Adaptive I dentifier Splitting Algorithm

If the size of a start set islarge, the throughput can be increased and delays reduced, if the first splitting steps are
skipped. Thisisequivalent to adynamically selected splitting order o™t of thefirst splitting step. That n; ischosen
that maximizes throughput:

_ k k _
poptoyn (k) = maXx <po,0 (O_n> y T po,n—n,l < > [ po,n, (k)> (13)

on1

Theresulting curves of p,,:, , (k) are shownin Fig. 7. The curves result from a piecewise composition of seg-
ments of the curvesin Fig. 4. The same appliesfor the averagedelay 7q,,,, . (k) inFig. 8.
The exact ordinate values k of the transitions between segments can be cal culated by (14).

k k
Pon—n,;—1 (W) = Pon—n, (07“) (14)
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Figure 7: Optimal throughput pop: , ,, (k) of identifier splitting algorithm with adaptive order of first splitting step
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Figure 8: Optimal averagedelay 74,,,,, . (k) of identifier splitting algorithm with adaptive order of first splitting
step ’

Table 1 summarizes the ordinate values for the binary and ternary algorithm. Dependent on the dimension of
the identifier space and the known or estimated size k of a start set, the optimal number of initial slots can be
determined.

The comparison of Fig. 7 and Fig. 8 of the adaptive identifier splitting algorithm with the corresponding Figures
4 and 6 of the original identifier splitting al gorithm demonstrated the dramatical improvement of performance that
can be realized, if the size of a start set is known or can at least be estimated.

5 Simulation of Medium Access Control Protocol with Probing Algo-
rithm

Theanalysisof theidentifier splitting algorithm with an adaptive number of initial slotshas shown, that the optimal
sizeof astart setisapproximately 1.5 for binary splitting and 2 for ternary splitting with some deviationsdepending
on thedimension of theidentifier space. Now wereturn to the model of the RACH. We can estimate the probability
p>1 Of at least one arrival at terminal 7 during the interval n;q;. ; - Tp Sinceits last transmission of a packet:



Size of identifier space
1 2 4 8 16 32 64 128 256
>0 >0 >0 >0 >0 >0 >0 >0 >0 1
> 1.4142 | > 1.5429 | > 1.6091 | > 1.6432 | > 1.6607 | > 1.6695 | > 1.6739 | > 1.6761 2
> 2.8284 | > 3.0858 | > 3.2181 | > 3.2865 | > 3.3214 | > 3.3390 | > 3.3478 e
> 5.6569 | > 6.1716 | > 6.4362 | > 6.5730 | > 6.6427 | > 6.6780 8 =5
> 11.314 | > 12.343 | > 12.872 | > 13.146 | > 13.285 16 % g
> 22.628 | > 24.687 | > 25.745 | > 26.292 32 19 o
> 45.255 | > 49.373 | > 51.490 64 |» ™
> 90.510 | > 98.746 || 128
> 181.02 || 256
Size of identifier space
1 3 9 27 81 243
>0 >0 >0 >0 >0 >0 1
> 1.8391 | > 2.1306 | > 2.2352 > 22711 > 2.2832 3 é Z
> 5.5173 | > 6.3919 > 6.7057 > 6.8134 9 |3
> 16.5520 | > 19.1756 | > 20.1171 77 e 8
> 49.6560 | > 57.5269 || 8L |9
> 148.9689 || 243

Table 1: Optimal number of initial slots dependent on the dimension » of the identifier space and the known or
estimated size k of astart set for binary and ternary identifier splitting algorithm

py1,i=1—Ci- (1 —p)rite: (15)

The parameter C; isset to 1 and will be explained later.

Our new medium access control protocol for the RACH can be considered as an unblocking adaptive identifier
splitting algorithm. We call it probing algorithm. At the beginning of each period it divides the identifier spacein
avariable number ¢ of consecutive intervalsand assigns one slot to each interval. Thel-th interval is starting with
terminal 7, and ending with terminal ¢4 — 1, with¢; = 0and i, = o” — 1. It contains K; = ¢;1 — %; terminals.
K; hasto be maximized under the constrain (16).

i1+1—1
Ne= > psii<W (16)
i=1;

With the parameter 1 the probability of a successful transmission can be adjusted. At the end of a period the
results of accesses can be used to correct the estimation of p»; ;. If no or one transmission happened in a slot,
n;41e,; iSreset to zero and C; to 1 for &l involved station. If a collision occurred in the slot belonging to the I-th
interval, the number N, ; of involved terminalsis estimated by (17).

N K1—1
(1 - %)

N, K[ N, Kl—l
() o ()

This estimation is based on the assumption of a binomial distribution of N;. Thisisno exact model but a suffi-
cient approximation. We correct the estimation of p> 1 ; by adjusting C;:.

Neouy = Ny (17)

Ki — Neou,t
= 18
K; — N; (18)
Ci,new =C- C12',old (19)

After asuccessful or no transmission on adot, C; of the terminalsin the belonging interval is reset to 1.

The approximation made above requires a special treatment of terminaswith high p> 1 ;. To avoid high delays,
terminalswith p> 4 ; > W/2 are polled in specific slots. The same happen with terminals, that have been involved
in more than n consecutive collisions with » being the dimension of the identifier space.

The performance of the protocol hasbeen eval uated by stochastic simulations. The number £ of terminals, thear-
rival probability p and the parameter W have been varied. The average and maximum delay aswell asthe through-
put p over p for k = 5 and k = 20 terminasis shown in the diagramsin Fig. 9 (with arelative error < 0.01). W
has been chosen to 1.0 and 1.4. It can be seen, that W has the same effect like the order of a splitting agorithm.
Lower values of 17 lead to shorter delays but reduces the throughput.

The determination of the optimal value of W requires a more precise model of the MAC protocol and the sur-
rounding system. But our results may be aguideline for finding optimal parameter settings of areal MAC protocoal.



1 2 4
b Y Gm )
0.8 . T dnax
/ 1 ‘ 2 _—
0.4 w=10
0.5
0.2 .
O 02 04 06 08 1 0 02 04 06 08 1 06 08 1
p—> p—> p—>
1
b
0.8
0.6 =
0.4/
0.2 . . 05 V H—
0 % 02 04 06 08 1
2 04 06 0O 2 04 06 08 1
002 04 05 08 1 8 3

Figure 9: Throughput p, average delay 74 and maximum delay 7,4, Of probing algorithmwithk = 5and &k = 20
terminals

6 Conclusions

Our new medium access control protocol has been developed taking into account the results of the analysis of the
identifier splitting algorithm. The protocol offersagood performance by combining the advantages of theidentifier
splitting algorithm and pure polling. We assumed an error-free feedback. Thisis no realistic model for a radio
channel with noise and interference. We intent to modify our algorithmsin order to use a soft decision feedback.
Based on the accuracy of this feedback, the grade of correcting C; can be adjusted.
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