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Abstract: In order to deliver ATM services to subscribers via radio links, Data Link Control (DLC)
protocols consisting of Medium Access Control (MAC) and Logical Link Control(LLC) must be
provided. MAC protocols with centralised control based on Time Division Multiple Access (TDMA)
and dynamic slot allocations are well suited for Wireless ATM (W-ATM) systems [1]. In order to
guarantee the Quality of Service (QoS) for all ATM service classes, an ATM cell scheduler based on
static priorities between the service classes must be implemented in the DLC layer. Another important
itemin designing W-ATM systems is the performance of the uplink signaling. It is shown that the bursts
for the uplink signaling can be significantly shorter than the bursts carrying ATM cells and that the
ratio of the duration of the uplink signaling bursts and the data bursts has a major influence on the cell
delay in W-ATM systems.

Introduction

After the succesof the asynchronous transfer mode (ATM) in the areaof multimedia networks, a
demandfor the transparentintegration of wireless ATM terminalsinto fixed ATM networks has
becomevisible during the last years[1]. In 1995 ATM-Forum and ETSI have establishedspecial
wirelessATM groupsthat are currently investigatingrequirementsand architecturesfor a wireless
extension of ATM networks.
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Fig.1: Different applications for wireless ATM systems



Wireless ATM (W-ATM) systemsare conceivablen different applicationscf. Fig. 1, e.g. Radio-in-
the-Local-Loop (RLL) systems for substitution of cable-basedinfrastructure, indoor/outdoor
broadbandand multimediacellular radio systemgHIPERLAN/2 [3]). The Boschactivitiesconcerning
W-ATM are carried out in several projects:

« ACTS projects SAMBA, WAND, national project ATMmobil %):
investigation of HIPERLAN/2 and MBS type systems

» Bosch internal project DMS (Digital Multipoint System):
investigation of wireless brdaand access systems

....................................

wireless ATM terminal

:
S i ATMmulipl
' i ' multiplexer
atm | 1 | ATM | : i
i L VbLe (radio)
PHY | I | PHY | r W-PHY
I I ] |
........... i-é.------.--------
A ; base station
1 H H
ATV | | ATM/vm| | |[wore\ AT™ | L
PHY : [ PHY ] W-PHY PHY i
| \‘ _ l |4’L> T o : .
\_“x_“ I
SNI
AAL
ATM ATM e |
PHY i T PAv | weAY
I LA
W-UNI

Fig.2: Configuration of a radio cell of W-ATM systems

The typical configurationof a radio cell of W-ATM systemss shownin Fig. 2. At the air interface
additional layers must be introducedin the protocol stack. The resulting stack containsa wireless
physicallayer below the ATM layer and a data link layer (DLC) consistingof a medium access
control (MAC) andalogical link control (LLC) sublayemwhich belongsto thelower partof the ATM

layer. The MAC protocolis necessaryn both RLL and HIPERLAN/2 systemsto co-ordinatethe
accesgo thesharedradioresourcesThe LLC protocolexecutingan additionalerror control schemes
usuallyonly requiredin HIPERLAN/2 dueto the terminalmobility which causesa far moreunreiable
behaviour of the radio channel than in RLL systems.

Radio cell as a distributed ATM multiplexer

In generalthe usersof W-ATM terminalsrequesthe samefunctionality and Quality of Sewvice (QoS)
as usersf wired terminals.Theseuserrequirementganbe transformednto the demandor building a
(virtual) ATM multiplexeraroundthe air interfacewhich is charactesedby a radio channeiinside,cf.
Fig. 2[2]. The negotiatedQoSfor eachvirtual channelespeciallyof real-timeorientedCBR andVBR
services)can only be supported,if the transmissionorder of ATM cells is controlled by the
multiplexing function of the ATM layer. Usually fixed ATM multiplexers employ an ATM cell
schedulerexecutingan appropriateservice strategythat focuseson two key targets[5]: avoiding
overflow of buffersandcontrolling ddays of ATM cells. While fasttransferrateslike 100 Mbit/s and
more in wired ATM networks causebuffer overflows to be the more critical aspect,in W-ATM
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networkswith slow transferrates(e.g.50.000cells/sper carrier~20 Mbit/s [3]) cell delayguarantees
become more difficult to fulfil and the service strategy plays a major role in providing QoS.
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Fig.3: Modelling the virtual ATM multiplexer as a distributed queueing system

A service policy has to distinguisgleweenthe real-timeorientedCBR/VBR servicesandnon-real-time
ABR/UBR services.Consideringtheir specialcharacteristicsstatic priorities are introducedbetween
the serviceclasse{CBR > VBR > ABR > UBR), cf. Fig. 3. CBR connectionsan be easily handled
due to their deterministic traffic characteristic. R@BR serviceshe algorithmsappliedfor fixed ATM
multiplexers are usd&], while the UBR service class daeast needspecifichandling.Within the CBR
andVBR classeghe RelativeUrgency(RU) discipline[4] is consideredwherethe priorities of ATM
cells dependon their waiting time andtheir connectionspecific QoS requirementsUnderthis strategy
the probability for cells being late (exceedingheir due-dates)s minimised. ATM cells which exceed
their maximumdelaywill usually be discardedby the receivingapplication.Thus, discardingdelayed
cells contributeso avoidingandresolvingcongestiorevents sincethe delay of the following cells can
be shortened and the probability to exceed further due-dates is reduced.

Realizing the ATM cell scheduler at the air interface

The main difference betweenthe virtual ATM multiplexer and a fixed ATM multiplexer is the
distributionof the multiplexing function betweenwirelessterminalsandthe basestation. This requires
a frequentnotification of the schedulerin the basestation aboutthe statusof the incoming buffers
inside the wirelessterminals, which is performedby transmitting capacity request messagesThe
scheduletis divided into two parts,cf. Fig. 4. The lower partis locatedin the MAC layer and selects
the terminalwhich will receivea slot or is allowedto send.In the upperpart, belongingto the LLC
sublayer,the virtual channelof a terminalis selected.The function of the scheduleris furthermore
divided into two phases: a planing phase and a transmission phase.
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The MAC protocol realisesstatistical multiplexing of ATM cells on a TDMA channelwith a slot
lengthableto carryone ATM cell togethemwith the necessarpverheadf the physicallayer. The used
Dynamic Sot Assignment (DSA++) protocol has been describedéh
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Fig.5: Downlink signaling scheme of DSA++ protocol

During the planing phasethe DSA++ protocol determineseservationdor severalconsecutiveslots
(signaling period) and groupsthe correspondingsignaling messageso a downlink signaling burst
starting a signaling period of specific length,Ffy. 5

Short slots of the Request Channel (RQCH)

The short time slots of the RequestChannel(RQCH) in the uplink have a major influence on the
performanceof the whole system.They are appliedfor transmissiorof capacityrequesimessageand
in HIPERLAN/2 additionally for transmittingacknowledgementsf the error control protocolin the
LLC. Theseacknowledgementsre particularly importantin situationswhen the MT only has to
receive ATM cells but has nothing to transmit. In this case, the&mhot transmitacknowledgements
piggyback with the data bursts and therefore uses the short slots.



The numberof shortslots in a period can be chosenfrom 0 to n with realistic n<50. The access
protocolon the RQCH is called probing algorithm and can be consideredas an unblockingadaptive
identifier splitting algorithm[7]. It combineshe advantagesf randomaccessand polling. Registered
terminalsare assignedh temporaryidentification numberfrom a limited identifier space[0..N]. At the
beginningof eachperiod the probing algorithm divides the identifier spacein a variablenumbert of
consecutivéntervalsandassignoneRQCH slot to eachinterval. The ™ interval startswith terminali,
and endswith terminal ij,;-1, wherei;=0 and ii=N. An algorithm for finding the optimal interval
bordershasbeenanalysedn [8], [10]. The probing algorithmis ableto limit accesgelaysbelow a
predefinedterminal specific limit, as it is requiredfor the supportof realtime oriented multimedia
services in ATM networks.

The length of a short slot Taort sot = TsoTsort st NAS @ considerableinfluence on the system
performance,where rgot 9ot iS the number of short slots that a data slot of duration T4 Can
accommodateT his hasbeenevaluatedy a simulationmodelaccordingto [9]. It usesrealisticsource
modelsof a multimedia applicationwith symmetricload A. The different service classescan bear
different maximum delayg; nx. The parameters of the scenario are summarisealite 1

Tablel: Parameters of multimedia scenario

service | ATMclass | AperVC | #WT | Sload | Tdama Td mex/ Tsot
voice CBR 64 kbps 4 3% 2ms 100
video VBR 1 Mbps 2 22% 20 ms 1000
data ABR 460 kbps 10 50% undef. undef.

In Fig. 6 (left) the meandelay of ATM cells from different serviceclasseds shownfor the probing
algorithm when varyings.or sot- It can be seerhatincreasing st sot leadsto shorterdelays,but only

little further improvementcan be expectedfor reot sot > 6. Fig. 6 (right) showsthe complementary
distributionfunctionsof delaysof ATM cellsfrom all serviceclassedor rgo got = 4. It canbe seen,
that due to guaranteednaximum delaysduring collision resolutionswith the probing algorithm, no
CBR uplink cells (service with shorted delay requirements and most random accesses) are too late.
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Fig. 6: Simulation of multimedia scenario:
left diagram: mean delayy of ATM cells for probing algorithm with different lengths of short slots

Tshort_slot = Tslot/rshort_slot
right diagram:complementary distribution functions of delays i@ sot = 4



Conclusions

In W-ATM system®neimportantcriterionfor the performanceof the DLC protocolis the maximum
cell delay for real-time services. This delay can be minimised by two means:

* Implementingan ATM cell schedulelcomparablédo fixed ATM networks.This schedulemustbe
optimised to reduce cell delays and is located in the DLC layer.

» Introducing short slots for the uplink signalling together with a suitable collision resolution
algorithm.

It was shownby simulationsthat with thesemeasuresthe cell delayscan be kept low andthat CBR
and VBR real time services can be supported by W-ATM systems.
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