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Abstract — This paper describes a MAC proto-
col called DSA++ that allows the full integration of
mobile ATM terminals into an ATM network by
extending the statistical multiplexing from ATM
multiplexers on the air interface, offering capacity
on demand. The DSA++ protocol offers functions
necessary for the implementation of a resource
scanning algorithm and power saving mode in the
mobile station as well as a dynamic frequency se-
lection algorithm in the base station.

I. INTRODUCTION

The Asynchronous-Transfer-Mode (ATM) turned out to
be the transmission technique of future communication
networks[1]. Following the general trend of extending ser-
vices of fixed networks to mobile users, necessary network
structures and protocols for a mobile extension of ATM
networks are investigated within the project Mobile Broad-
band System[2] (MBS, R2067, supported by the European
Commission under the RACE programme).

The goal of MBS is to allow full integration of mobile
ATM terminals into a fixed ATM network. This integra-
tion should not affect the end-to-end relation of the proto-
cols of the ATM adaption layer (AAL). The transmission
of ATM cells over the air interface is to be transparent to
the AAL. The resulting layering is shown in figure 1.

The transmission of ATM cells by means of virtual chan-
nels over the air interface between several mobile stations
and a central base station leads to a medium access control
(MAC) protocol, that extends the statistical multiplexing
from ATM multiplexers to the specific situation character-
ized by multiple access of not easy to co-ordinate terminals.
In contrast to 2nd generation cellular systems, where each
mobile station accesses its own synchronous time division
multiplex (STDM) channel, statistical multiplexing on the
air interface requires several mobile stations sharing the
same physical channel. The MAC protocol has to allocate
the medium to mobile stations on demand, dependent on
the instantaneous requirements also taking into account
the Quality of Service (QoS) requirement of virtual chan-
nels of all other mobile stations. The critical QoS param-
eters are the mazimum cell delay especially of ATM cells
from real-time oriented services and the mazimum cell loss
rate.

The delays on the air interface are caused by competition
of multiple mobile stations on the uplink on the one hand
and on the other hand by the necessity of retransmissions
caused by a higher bit error rate compared to fibres. The

retransmissions have to be controlled by a special ARQ
protocol in the LLC layer [3]. The uplink is critical for
the MAC protocol because of contention and danger of
collisions.

The outline of the rest of the paper is as follows. Sec-
tion II. describes the requirements on the MAC protocol
and the basic concept of the new DSA++ protocol. The
following sections are dealing with specific aspects of the
DSA++ protocol which are signalling capacity assignments,
transmission of capacity request messages and scheduling
of ATM cells. Section VI. introduces an extension of the
protocol which allows to support the LLC layer in fast
transmitting acknowledgement messages.

II. DYNAMIC SLOT ASSIGNMENT PROTOCOL

Based on the requirements on the MAC protocol de-
scribed above, the Dynamic Slot Assignment (DSA) pro-
tocol has been developed [4] and the performance of its
ideal version has been validated by simulations in [5].

We now describe a more sophisticated version of the
DSA protocol that is more suitable for the implementa-
tion in a cellular system with its constraints on physical
transmission, signal processing and real-time protocol exe-
cution. Following a current trend in naming we have called
this new protocol DSA++.

The basic concept of the DSA protocol is to handle a
cell consisting of a central base station and several mobile
stations as a distributed queueing system and to transmit
ATM cells over the uplink according to their residual life
time weighed by a parameter derived from the required
maximum cell loss rate of the associated virtual channel.
In this way it is possible to satisfy the QoS of real-time
oriented services even with the low data rates on the air
interface (e.g. in MBS: 34Mbit/s [6]) compared to ATM
multiplexers of fixed ATM networks.

A base station operates a physical channel accessible
by multiple mobile stations. As more mobile stations are
accessing simultaneously the efficiency of statistical multi-
plexing improves. The physical channel offers a sequence
of time slots each able to carry a burst with one ATM cell
together with the necessary overhead for training sequence,
synchronization, FEC and guard time. The allocation of
capacity of the physical channel takes place slot—by—slot.
It is controlled by the base station as the central instance.

The description of the DSA protocol can be separated
into following subaspects:

e signalling of capacity (slot) assignments/reservations
over the downlink
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Figure 1: Protocol stacks for full integration of mobile ATM terminals into a fixed ATM network

Downlink
Signalling

Downlink Signalling Period
A

Burst -

Annpuncement

B |

Feedback

Reservation

vk || oo e

N-2 N

—
$RCSfile: SlotTimingFrame.ips,v $, $Revision: 1.5 $ Offset

1

Slot N N+1 N+2 N+3 N+4

-

-
Uplink Signalling Period

Figure 2: Downlink signalling scheme of DSA++ protocol

Slot N Slot N+1

Downlink i

Acknowle
-

o~

Uplink A\

SRCSile: Slol_Timing_Lips.v S, SRevisian: 115

Figure 3: Downlink signalling scheme of DSA protocol

transmission of capacity requirement messages over the
uplink (by inband signalling, random access, polling)

algorithm in the base station for determining the order
of ATM cell transmission on uplink and downlink

fast collision resolution algorithm and stability of ran-
dom access

III. SIGNALLING ON DOWNLINK

In [5], a simple scheme for signalling of slot reserva-
tion and acknowledgement messages over the downlink is
described and evaluated (figure 3). Because of its short
round trip delay between requests and reservations it al-
lows very dynamic reactions on changing capacity require-
ments which is why we call it ideal DSA. A disadvantage of
this simple scheme is, that all downlink bursts have to be
sent in broadcast mode, since the receivers of reservation
and acknowledgement messages as well as payload (ATM
cell) are not the same in general. This prevents the us-
age of power control mechanisms. Furthermore the mobile
stations have to receive each downlink burst in order not
to miss messages a station is supposed to receive. That is

why it is difficult to implement a power saving mode as well
as a resource scanning algorithm to find alternate physical
channels (operated by other base stations) necessary for
executing fast and seamless handovers.

To avoid the previous described problems, the DSA++
protocol groups the signalling messages for several consec-
utive slots in a downlink signalling burst as shown in figure
2. Thus each downlink signalling burst opens a signalling
period of a specific length. They have to be transmitted
in broadcast mode. But all other bursts are directed only
to one mobile station so that the usage of power control is
possible. A downlink signalling burst contains the follow-
ing messages:

e a reservation message for each uplink slot of the sig-
nalling period

¢ an announcement message for each downlink slot of the
signalling period

¢ a feedback message for each slot with random access of
the previous signalling period

e a field for other system signalling messages (paging
channel, info channel, etc.)

The number of messages within a downlink signalling
burst and therefore the length of a signalling period de-
pends on the available number of bits in a burst. Because
of their importance for the correct protocol execution it is
useful to spend additional redundancy for error correction
for downlink signalling bursts. The usage of the various
signalling messages of a signalling period is illustrated in
figure 2. The slots on the uplink are shifted against the
slots on the downlink so that the resulting period 7 gset
can be used for decoding a received burst.



Transmission of announcement messages allows mobile
stations to leave a physical channel for short time (e.g. to
execute resource scanning or switch to power saving mode)
without loosing synchronity or missing messages.

The feedback messages are necessary to enable fast col-
lision resolution for transmission in contention mode. For
simplicity the random access illustrated in figure 2 occurs
in normal slots. In section IV. it is explained that random
access is always executed in subslots. Thus a downlink
signalling burst has to contain one feedback entry for each
subslot with random access of the previous signalling pe-
riod.

IV. TRANSMISSION OF CAPACITY REQUEST MESSAGES
OVER THE UPLINK

Uplink slot reservations are determined by the base sta-
tion. Therefore it has to have a mostly actual knowledge of
the capacity requirements of the mobile stations. The in-
stantaneous requirements of mobile stations are described
by their dynamic parameters. In order to inform the base
station about the newest requirements, each uplink burst
contains the dynamic parameters of the sending mobile
station in its header. Examples of dynamic parameters
are:

e residual lifetime of most critical queued ATM cell

e mean residual lifetime of n most critical queued ATM
cells

e number of queued ATM cells

But often situations occur, in which the mobile station’s
necessity for transmission is increased without being able
to inform the base station. Two cases are possible:

1. If a transmitted ATM cell is the last one in its queue,
this mobile station will not request further slots. Since
it only makes sense to assign a slot to a mobile station if
a transmission in that slot can be guaranteed or at least
is very likely, this mobile station cannot inform the base
station on an arrival of a new ATM cell.

2. The residual lifetime of the most critical queued ATM
cell in a mobile station can decrease very fast if, e.g. a
mobile station has several parallel VCs with different
maximal delays and a new ATM cell with a very low
maximum delay is generated. In this case the base sta-
tion will handle the mobile station with too low priority.

In these cases an alternate way of transmitting dynamic
parameters is necessary. It is done by cyclic insertion
of special slots, which are intended for random access.
For simplification the sequence of these contention slots
is called random access channel (RACH). To prevent un-
necessary collisions, only those mobile stations may access
the RACH, whose state corresponds to one of the two cases
stated above. Such a mobile station is said to be in con-
tention mode. Likewise, a mobile station, which has sent
its dynamic parameters to the base station and according
to its need of transmission can expect a reserved slot, is

said to be in reservation mode. With this combination of
reservation and contention it is not necessary for mobile
stations with bursty services in times of low data rates to
request reservation slots.

To reduce the amount of data lost in a collision, RACH
slots are divided into several subslots resulting in increased
density of contention periods. In these subslots short
bursts are transmitted, which only contain the dynamic
parameters. Because of more contention subslots and con-
stant input the collision probability decreases. Therefore
the base station earlier gets notice of changing capacity re-
quirements leading to shorter delays. Because of the over-
head for guard time, training sequence etc. in each subslot,
a contention slot cannot be subdivided indefinitely. Based
on the burst structure of MBS [6] four subslots seem to be
realistic.

For stability reasons and for achieving short reaction
times on changing capacity requirements, a fast collision
resolution algorithm is necessary. Stability can be guaran-
teed with each well known collision resolution algorithms
with maximum stable throughput \,,4, > 0. A new Prior-
ity Splitting Algorithm, a modification of the First-Come
First-Serve (FCFS) Splitting Algorithm [7], seems to be
the best candidate when weighing efficiency against imple-
mentation/execution effort. The concept of all splitting
algorithms is to divide the set of colliding packets into two
(or more) subsets (e.g. with the FCFS algorithm splitting
is done by arrival time). With the Priority Splitting Algo-
rithm collided mobile stations are split according to their
priority, which is calculated based on their dynamic pa-
rameters. The algorithm for priority calculation has to
produce values that are mostly equally distributed over a
discrete range (e.g. [0,1...127]), so that the splitting of a
collision set produces two subsets of approximately equal
size.

An efficient collision resolution algorithm is a prerequi-
site for fast transmission of dynamic parameters in ran-
dom access mode. The DSA protocol offers an additional
way in order to reduce the length of a collision resolution
period: Because of broadcasting uplink slot reservations
inside downlink signalling bursts it is possible to schedule
new RACH slots very fast and flexible. Thus after occur-
rence of collisions additional RACH slots for fast collision
resolution can be inserted in the next signalling period.
A problem is the delay between a random access slot and
reception of the associated feedback, transmitted with the
next downlink signalling burst. This delay can be fur-
ther reduced by shortening the length of signalling peri-
ods. Such a shorted period has to be announced by the
downlink signalling burst opening the period. A collision
resolution period consisting of several shorted signalling
periods is illustrated in figure 4.

With the introduction of subslots for random access it
is necessary to coordinate multiple RACH slots in one sig-
nalling period. But splitting a set of collided stations re-
quires the knowledge of the associated feedback, which will
not be available before the start of the next signalling pe-
riod. Therefore multiple random access of a mobile station
within the same signalling period is not useful. But these
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quasi parallel RACH slots can efficiently be used with mul-
tiple simultaneously running instances of the splitting al-
gorithm. One instance can use one or several RACH slots
of a signalling period. During the generation of the next
downlink signalling burst the number of necessary RACH
slots resp. subslots is determined dependent on the number
of splitting algorithm instances and their internal states.
New instances are generated if there are mobile stations
which want to access to RACH slots but are currently not
associated with an instance. The size of this waiting set
can be estimated taking into account the QoS parameters
of a mobile station. After the resolution of a collision set
an instance will finish execution.

V. DETERMINING THE ORDER OF ATM CELL
TRANSMISSIONS

For each signalling period the base station has to de-
termine reservations for all uplink slots of this period. It
can be assumed, that the transmission of dynamic param-
eters by the two possible ways described above leads to
a sufficient knowledge of the capacity requirements inside
the base station. Thus the system consisting of the cen-
tral base station and the associated mobile stations can be
modelled as a distributed queueing system with the server
being determined by the channel with its deterministic ser-
vice time.

The order of transmissions has to be determined in such
a way, that the required values for maximum delay are
observed for each virtual channel and that furthermore the
rate of violations on the maximum delay, which lead to cell
losses because of discarding delayed cells, does not exceed
the required maximum cell loss rate of a virtual channel.

The requirements on the transmission of ATM cells are
described by the previous mentioned dynamic parameters.
Special attention has to be payed to the residual life time
of a cell resp. the latest acceptable time for transmission.
This leads to a queueing strategy based on dynamic prior-
ities, e.g. G/D/1/FCFS/RU-NONPRE, relative urgency.

In order to assign multiple uplink slots of a signalling pe-
riod to the same mobile station, the dynamic parameters of
this station have to contain information on as many ATM
cells as reservations which have to be determined. The
information has to be extracted from highest prioritized
ATM cells buffered in the mobile station.

Because of infavourable conditions when transmitting
dynamic parameters, it may happen that the base sta-

tion does not receive any information about the dynamic
parameters of a mobile station for some period of time.
In this case the base station has to work with the latest
values of the dynamic parameters but can execute a pre-
diction based on the QoS parameters of the mobile station
(e.g. mean cell rate). This results in polling the mobile
station in order to transmit the dynamic parameters in
special subslots which are not declared for random access
but reserved for this station.

Another adaptation of the dynamic parameters has to be
executed to consider erroneous transmission of ATM cells
in reserved slots. Whenever the base station schedules an
uplink slot for transmission of an ATM cell, the dynamic
parameters of this cell are removed from the queueing sys-
tem. But if the transmission in the reserved slot was not
successful, the base station can reestablish the correspond-
ing dynamic parameters in order to schedule another slot.
For stability reasons this procedure has to be abandoned
after n tries.

The queueing algorithm has to offer a special proce-
dure for inserting slots dedicated for transmission of dy-
namic parameters in random access. This can easily be
done by generating dynamic parameters for dummy ATM
cells which, when selected, will result in the insertion of a
RACH slot divided into subslots. The number of dummy
cells depends on the number of instances of the collision
resolution algorithm and their requirements. The dynamic
parameters (priority) of a dummy cell depends on the in-
ternal state of the associated instance. The priority calcu-
lation has to be adjusted to the algorithm for calculating
priority of normal ATM cells.

The previous description was focused on the transmis-
sion of ATM cells over the uplink. The algorithm can
also be used for the transmission over the downlink. But
because the ATM cells waiting on transmission over the
downlink are buffered inside the base station, it has the
full knowledge about the capacity requirements and thus
the problem of transmitting dynamic parameters does not
exist.

VI. DELIVERING FEEDBACK VALUES TO THE LLC
LAYER TO BE USED AS FAST ACKNOWLEDGEMENT

The delays on the air interface are not only caused
by the queueing delay because of statistical multiplexing,
but also by the necessary retransmission because of erro-
neous transmission. Therefore the transmission of positive



as well as negative acknowledgements especially for ATM
cells of real-time oriented services has to be handled with
high priority[3]. The acknowledgements and retransmis-
sions are controlled by the LLC layer. But the MAC layer
can support the LLC layer by delivering inside a downlink
signalling burst not only feedback messages for RACH slots
but for every uplink slot of the previous signalling period
which has been reserved for the transmission of an ATM
cell. The MAC protocol of mobile stations can combine
these feedback values with a reference (e.g. handle ID) to
the ATM cell belonging to the feedback and deliver it to
the LLC layer, where it can be used by an ARQ protocol
as fast acknowledgement.

With some additional effort it is possible also to transmit
feedback messages over the uplink in order to acknowledge
the previous transmission of an ATM cell on the downlink.
For this purpose special subslots can be inserted in the
stream of slots on the uplink. Three aspects have to be
considered:

e timing relation between uplink and downlink and the
order of normal slots and subslots

e necessary signalling for indicating and reserving feed-
back subslots

e algorithm for determining the density and position of
feedback subslots

The simplest method for solving the timing and sig-
nalling problem is by using a fixed scheme for the sequence
of normal slots and subslots on the uplink. This can be
done by inserting a feedback subslot for each slot of the
downlink in which transmission of ATM cells has been
scheduled. By that way there is a fixed timing relation
between receiving an ATM cell burst on the downlink and
sending a feedback burst over the uplink, resulting in an
immanent signalling scheme which makes it unnecessary to
send any further signalling message in downlink signalling
bursts.

In figure 5 two variants of a possible timing scheme are
shown. With the first variant all feedback subslots are
grouped together in order to keep the synchronity between
slots on uplink and downlink. With the second variant
always one feedback subslot is inserted between two nor-
mal slots. This leads to a very early transmission of feed-
back messages resulting in reduced delay till a necessary
retransmission arranged by the LLC layer. Asynchronities
between uplink and downlink because of shorted signalling
periods can be compensated by inserting additional sub-
slots e.g. for transmission of dynamic parameters.

With some more signalling effort it is possible to insert
any number of feedback subslots. Furthermore this can
be performed asynchronous to the transmission of ATM
cell burst on the downlink and it is not necessary, that a
uplink part and the downlink part of a signalling period
(figure 2) are of equal length but can vary by a multiple
of the length of one subslot. In this way the transmis-
sion of bursts in feedback subslots can be signaled to the
LLC layer of the mobile stations which will generate spe-
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Figure 5: Timing schemes for immanent signalling of feed-
back subslots on the uplink

cial short frames containing acknowledgement messages of
the ARQ protocol.

When executing an ARQ protocol, the information of
acknowledgement messages is important for the sender of
information frames because it has to arrange retransmis-
sions. Therefore the sender has to be asked for the amount
of capacity that has to be offered for transmission of ac-
knowledgement messages. Based on this considerations
the base station has to execute an extra scheduling algo-
rithm for insertion of feedback subslots which is compara-
ble to that one coordinating the transmission of ATM cells
described above. Based on the requirements of the LLC
protocol this algorithm has to schedule feedback subslots
and generate the necessary signalling messages contained
in the downlink signalling burst of each signalling period.

VII. PERFORMANCE EVALUATION BY SIMULATION

For performance evaluation of the ideal DSA proto-
col presented in [5] an event driven simulation tool has
been developed, which is currently being extended by
the DSA++ protocol. The simulator is based on the
SIMCO3++ tool developed at COMNETS[8]. It contains
models for propagation, mobility and traffic generation en-
abling the validation of protocols under realistic environ-
mental conditions.

The simulator is intended to allow the combination of
all protocols and components of a mobile ATM system.
Therefore the LLC protocol and higher layer functional-
ities have been implemented[3]. Furthermore algorithms
for resource scanning in the mobile station and dynamic
frequency selection in the base station are under inves-
tigation. The integration of this functions will allow to
produce a detailed evaluation of the performance of the
single protocols as well as of the complete system.



VIII. CONCLUSIONS

We have described an improvement of the DSA protocol
called DSA++ which is able to extend the statistical multi-
plexing from ATM multiplexers on the air interface by of-
fering capacity on demand. The protocol offers functions
necessary for the implementation of a resource scanning
algorithm and power saving mode in the mobile station
as well as a dynamic frequency selection algorithm in the
base station. This is an prerequisite for the usage of the
protocol in a cellular system offering a full integration of
mobile ATM terminals into a fixed ATM network.

Further studies are dealing with the analysis and opti-
mization of algorithms for collision resolution and schedul-
ing of ATM cell transmissions.
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