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Abstract

In this paper we analyze the performance of schedul-
ing algorithms applied in the Radio Link Con-
trol/Medium Access Control (RLC/MAC) layer of
the (E)GPRS Base Station Subsystem (BSS). At
first, scheduling algorithms are presented for an
EGPRS best-effort service. While today’s GPRS
scheduler designs are based on the logical split be-
tween RLC and MAC, we propose to use informa-
tion from the RLC layer for radio block scheduling
on MAC level. Additionally we propose the usage of
information on the actual link quality for adaptive
scheduling. The performance of the proposed algo-
rithms is compared to that of basic implementations
typical for today’s GPRS networks. In the next step
we introduce scheduling algorithms for the support
of different traffic classes. Both priority scheduling
and fair scheduling approaches are extended by adap-
tive scheduling concepts. The interworking with ad-
mission control in the Serving GPRS Support Node
(SGSN) is discussed and proposals for parameteri-
zation of the weights defined in the MAC scheduler
and the maximum number of admitted flows for each
traffic class in the admission control entity are pre-
sented.

1 Introduction

Operational cellular packet radio networks based
on General Packet Radio Service (GPRS) and En-
hanced GPRS (EGPRS) only include very basic
MAC scheduling algorithms based on simple round
robin and only realize best-effort services without
quality of service (QoS) support for different applica-
tions and subscribers with their specific QoS require-
ments. Admission control to avoid overload situa-
tions is also not realized. In the last few years,
algorithms were proposed for adaptive best-effort
scheduling in wireless networks making use of the
information on the link quality for different flows
[3, 5]. Protocol aspects, e.g., the interworking of
RLC and MAC protocols have not been addressed
yet. For traffic class scheduling several algorithms
have been proposed. They can be subdivided into

priority schemes and bandwidth sharing schemes.
For bandwidth sharing schemes several concepts are
available designed for ATM switches and IP routers
such as Weighted Fair Queuing (WFQ), Weighted
Round Robin (WRR) and Deficit Weighted Round
Robin (DWRR). Hybrid scheduling approaches have
been developed to support real-time applications to-
gether with background traffic composed of several
traffic classes [6]. Older scheduling algorithms for
queuing systems based on the job duration or queue
length of each connection, e.g., Shortest Jobs First
(SJF) currently cannot be applied effectively for In-
ternet traffic, since the TCP flow control hides the
information how much data has to be transmitted
for each session from the data link layer.

The contribution of this paper is the appli-
cation and extension of these concepts for best-effort
scheduling and traffic class support to be deployed in
the base station RLC/MAC layer of cellular packet
radio networks. We evaluate the performance of the
proposed integrated scheduling schemes based on the
example of the EGPRS standard. These schemes
can be implemented in GPRS and EGPRS networks
without changing the standard and can also be em-
ployed in other cellular packet radio networks.

For each proposed scheduling algorithm we present
simulation results for EGPRS that are compared
to performance results typical for algorithms that
are presently implemented in operational GPRS net-
works. They are gained with the simulation tool
GPRSim that in fact is an emulator for GPRS and
EGPRS. It comprises load generators for typical
GPRS usage and a prototypical implementation of
the GPRS protocols [8, 10]. These results can be
regarded as representative because results of the
GPRSim have been validated by traffic performance
measurements in operational GPRS networks [4].

2 QoS Architecture of Cellular
Packet Networks

To define a QoS contract between the Mobile Sta-
tion (MS) and the network, Packet Data Protocol
(PDP) contexts containing QoS profiles are negoti-
ated between the MS and the Serving GPRS Sup-
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Figure 1: QoS negotiation

port Node (SGSN) [2]. In ETSI Release 99, the Base
Station Subsystem (BSS) is provided with a Packet
Flow Context (PFC) containing an Aggregate BSS
QoS Profile (ABQP) (see Figure 1) and is respon-
sible for resource allocation on a Temporary Block
Flow (TBF) base and scheduling of packet data traf-
fic with respect to the relevant QoS profiles negoti-
ated. Moreover, it regularly informs the SGSN about
the current load conditions in the radio cell. The
tasks of the Gateway GPRS Support Node (GGSN)
comprise mapping of PDP addresses as well as clas-
sification of incoming traffic from external networks
based on downlink Traffic Flow Templates (TFTs).
The GPRS Register (GR) holds the QoS-related sub-
scriber information and delivers it on demand to the
SGSN [7, 8].

From a time-scale point of view, the mechanisms
for QoS management in GPRS can be regarded as a
three-stage model. On PDP context activation the
QoS parameters are negotiated. As long as the PDP
context remains active, these parameters should be
guaranteed unless there is a QoS renegotiation. The
QoS profile is considered both for each TBF and for
each radio block period. At TBF setup, radio re-
sources like a set of Packet Data Channels (PDCHs)
usable for this TBF are assigned according to the
negotiated QoS parameters. During the TBF, ra-
dio blocks are scheduled at the BSS in competition
with other existing TBFs in the radio cell. This
scheduling function has to be performed considering
the QoS profiles of the PDP contexts associated with
the TBFs.

2.1 Scheduling

RLC/MAC scheduling in the (E)GPRS BSS can be
subdivided into three steps: the selection of the traf-
fic class, scheduling of the next TBF inside the se-
lected traffic class and scheduling of the next RLC
block of the selected TBF (see Figure 2.1).

Traffic Class Scheduling The MAC scheduler
classifies the incoming radio resource requests of es-
tablished TBFs regarding the application and sub-
scription of the MSs. For example, the TBF can
be classified in one of three subscriber classes, Gold

service, Standard service and Best-effort service.
In case the TBF belongs to a Standard subscriber
it is additionally classified according to the appli-
cation QoS profile to one of the four standard traf-
fic classes, Conversational, Streaming, Interactive, or
Background. Within the resulting six traffic class
queues which are also called TBF queues only the
identifiers of the TBFs are registered. The traffic
class scheduler only has the information about TBFs
which are requesting a data transfer and does not
have information on the amount of data to be trans-
mitted for each TBF. The traffic class scheduler se-
lects a traffic class queue to be served by applying
a class scheduling algorithm. This algorithm is not
specified in the standard and can be optimized by
the system designer. The algorithm can be, e.g. a
priority algorithm or a bandwidth sharing algorithm.

TBF Scheduling Once a traffic class queue con-
taining all TBF identifiers of this traffic class has
been selected by the traffic class scheduler, the TBF
scheduler selects one TBF of this TBF queue ap-
plying the TBF scheduling algorithm. This algo-
rithm is also implementation-specific. As an exam-
ple a round robin (RR) algorithm can be applied.
The TBF scheduler only has the information that a
TBF is established and has neither information on
the amount of data to transmit nor if the TBF actu-
ally has data available. So the scheduler starts with
the first TBF listed in the queue and checks if it has
been allocated to the regarded PDCH. If not, the
scheduler continues with the following TBF. In case
the TBF is able to use the regarded Packet Data
Channel (PDCH) the related RLC entity is polled
for data until it reaches the predefined RR quantum
or there are no more radio blocks to transmit. Then
the following TBF of the same class queue is served
if the same traffic class is still selected by the traffic
class scheduler. Typically the RR quantum is in the
order of 1-20 radio blocks.

RLC Block Scheduler In the third step, the RLC
entity which has been polled for data by the MAC
scheduler, checks if there are any data blocks avail-
able in the transmit buffer.

In case of RLC acknowledged mode the elements in
V(B) indicate the acknowledgement status of related
RLC data blocks. There are three possible states for
each RLC data block:

• NACK indicates an RLC block which has not been
transmitted yet, which has been negatively ack-
nowledged or which has an expired timer

• PENDING_ACK indicates an RLC block which has
been sent, but no acknowledgement has been re-
ceived for this block yet

• ACK indicates data which has been sent and has
already been acknowledged
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Figure 2: Scheduling of traffic classes, TBFs and RLC blocks

The RLC block scheduling algorithm determines
the order of transmission of the RLC blocks inside
the RLC send buffer of a regarded TBF. The RLC
data blocks in the RLC transmit window with the
acknowledge state NACK are forwarded to the MAC
starting with the oldest one. If no NACK data block
exists, the oldest RLC data block with the acknow-
ledge state PENDING_ACK is retransmitted.

The priority of NACK blocks to PENDING_ACK blocks
inside one RLC entity is specified in the standard [1].
It is also specified that PENDING_ACK blocks should
be transmitted if a radio block period is scheduled
for the regarded TBF and if no NACK block exists
for this TBF. A decoupled implementation of RLC
and MAC leads to the transmission of PENDING_ACK
blocks, while other TBFs still could have NACK blocks
to transmit that are more urgent. This gives the
motivation to implement an RLC/MAC layer with
a MAC TBF scheduler that serves TBFs with NACK
RLC blocks ahead of TBFs with only PENDING_ACK
blocks, which is consistent to the GPRS standard.

2.2 Admission Control

Connection Admission Control (CAC) in GPRS net-
works is part of the session management functions
and is performed during the PDP context activation
phase. It can be based on the number of available
radio resources, the number of admitted sessions per
traffic class and on the load situation in the regarded
radio cell. The load situation can be characterized
using load monitoring or load prediction based on

the active sessions and the session to admit. Since
measures for the current load situation of each ra-
dio cell will not be available at SGSNs in the short
term, admission control will be based on the num-
ber of active sessions in the regarded radio cell and
the available radio resources, namely the number of
PDCHs in the cell.

A CAC policy has to be defined in a way that all
active traffic flows can be served according to the
QoS profiles negotiated. Preferably, there is only a
limited number of privileged connections allowed si-
multaneously.

Furthermore, any Standard traffic should receive
the resources necessary to meet its QoS require-
ments. Thus, it might be preferable to rather reject a
PDP context activation request than to endanger the
quality of all sessions. On the other hand, it might
be advantageous to displace background or even in-
teractive traffic flows to allow for an additional Con-
versational traffic flow to be admitted.

In our proposed CAC implementation, PDP con-
text activation requests are differentiated according
to their subscribed QoS profile and their traffic class.
If additional PDP contexts are allowed for the re-
quested QoS profile, the CAC decides on the basis of
the radio resources available to admit the session or
not.

A possible implementation for the traffic and sub-
scriber classes Gold, Interactive and Background is
shown in Figure 3.

To avoid a total withdrawal of resources from the
Standard traffic classes with lower QoS requirements,
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e.g., other than Streaming, there is a share reserved
for Interactive traffic from the pool of radio resources
in the cell. In times of high load, traffic flows with
more demanding QoS requirements are allowed to
displace flows belonging to applications with lower
QoS requirements, but only up to a certain limit.
The limits are specified by the maximum allowed
number of active sessions for the regarded traffic
class. When this limit is reached, the requested
QoS is not accepted, but degraded to the next-lower-
prioritized class.

3 Advanced Scheduling Algorithms
for Best-effort Services

To support best-effort services all TBFs served by
one base station are stored in one TBF queue. They
are usually served by a RR strategy (see Section 2.1)
to ensure a fair service for all active sessions. In this
paper we propose two extensions of the RR schedul-
ing strategy:

• the use of acknowledge state information of RLC
blocks in the RLC layer (see Section 2.1) for
TBF scheduling (Displaced Pending Acknow-
ledge Round Robin (DPARR))

• the use of information on the actual link
quality for adaptive TBF scheduling (Link
Quality-based Deficit Weighted Round Robin
(LQDWRR))

3.1 Displaced Pending Acknowledge Round
Robin (DPARR)

In this scheduling scheme we schedule TBFs that
have RLC blocks to transmit with the acknowledge
state NACK always ahead of TBFs that have only RLC
blocks with acknowledge state PENDING_ACK. With

this modification it is avoided that PENDING_ACK
RLC blocks are transmitted even if other TBFs have
NACK blocks to transmit that are more urgent. With
this feature both the system throughput and the
user throughput performance can be significantly in-
creased.

The mechanism is consistent with the GPRS
standard, since RLC and MAC need not necessarily
be implemented decoupled and the MAC scheduling
of TBFs for RLC data block transmission is not ex-
plicitly specified in the standard.

3.2 Link Quality-based Deficit Weighted
Round Robin (LQDWRR)

LQDWRR is based on the scheduling algorithm
Deficit Weighted Round Robin (DWRR) proposed in
[6]. The original aim was to accurately assign ca-
pacity to class queues and to provide nearly perfect
fairness in terms of throughput. Fairness is guaran-
teed even if the packet flows contain data packets of
different length. This algorithm is extended by the
preferred service of TBFs with good channel qual-
ity. Fair scheduling of backlogged TBFs is ensured
by the deficit counter that adapts the service share
dynamically.

The link quality is represented by the opti-
mal Modulation and Coding Scheme (MCS), which
is reported by the EGPRS Link Quality Control
[9]. In case the MCS is below a predefined value
MCSLIMIT , the quality of the link is classified as
“bad”, otherwise it is classified as “good”. We in-
troduce a scheduling state variable SVi(n − 1) that
represents one of three possible states:

Normal (N): The considered TBFi was able to send
data during the last scheduling cycle and the
radio link quality was good :
MCSi[n− 1] > MCSLIMIT

Backlogged (B): The regarded TBFi was not able to
send data within the previous scheduling cycle
and the reported optimal MCS was below the
limit:
MCSi[n− 1] < MCSLIMIT

Lagged (L): The according TBFi was backlogged
for the maximum duration and has a service lag
of Qmax and therefore was allowed to send data
within the previous scheduling cycle, although
the reported optimal MCS was below the limit:
MCSi[n− 1] < MCSLIMIT

The deficit counter indicates the number of blocks
to be transmitted in the scheduling cycle. It is in-
creased by the RR quantum after each scheduling
cycle and is decreased by 1 for each transmitted ra-
dio block. In this way backlogged TBFs keep the RR
quantum for each scheduling cycle for the next one.

3.3 Performance Analysis

In this section the performance of the proposed best-
effort scheduling algorithms compared to the basic
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Figure 4: E-mail throughput performance for differ-
ent best-effort scheduling algorithms

RR algorithm is evaluated. The scenario is char-
acterized by an EGPRS radio cell with four fixed
PDCHs, cluster size 3 and cell radius of 300 m and
a traffic mix of 10% Streaming, 62% e-mail and 28%
WWW sessions [7, 8].

Figure 4 shows the throughput performance of e-
mail traffic for the discussed scheduling algorithms
over the number of active stations per cell. While
the performance in situations with low traffic load
is similar for all four scheduling algorithms, DPARR
achieves a performance gain of up to 50% compared
to RR because no capacity is wasted in form of pre-
ferred PENDING_ACK RLC blocks. For WWW and
Video Streaming traffic a similar gain is achieved.

The consideration of the link quality in the algo-
rithm LQDWRR with an MCSLIMIT of MCS-4 only
increases the performance by maximum 10% in the
regarded scenario. The reason is that in EGPRS of-
ten high MCSs are chosen even in situations with
lower C/I values and the throughput is still accept-
able because of incremental redundancy [9]. Addi-
tionally TCP timeouts occur for backlogged stations,
which limits the performance gain achievable with
LQ-based scheduling.

4 QoS Support for Traffic Classes

For traffic class scheduling we compare a priority
scheduling algorithm with bandwidth sharing. In the
priority algorithm a traffic class queue is only served
if all queues of higher priority are empty. This can
lead to poor performance and high session blocking
rates for low priority classes, if the traffic load for
higher priority classes is too high. To guarantee a
certain minimum capacity for all classes the DWRR
algorithm can be used [6]. In our scenario we have
assigned the traffic class weights to 58% for Stream-
ing (Video Streaming), 35% for Interactive (WWW)
and 7% for Background (e-mail), which is related to
the predicted offered traffic per traffic class and the

QoS that is desired to be achieved for the classes. For
TBF scheduling inside the traffic class queues the al-
gorithms LQDWRR and DPARR are applied, since
the combination has shown the best performance for
best-effort scheduling in Section 3.3. For CAC at the
SGSN we consider two strategies: Soft CAC, where
a larger number of sessions with higher priorities are
admitted, and a Hard CAC, where only a smaller
number of sessions with high priorities are admitted
to be able to guarantee the QoS for all traffic classes.
The maximum number of allowed sessions per avail-
able PDCH are shown in Table 1.

Table 1: CAC Parameterization

Traffic class Hard CAC Soft CAC

Streaming sessions 1 per PDCH 2 per PDCH
Interactive sessions 2 per PDCH 3 per PDCH

Figure 5 shows the user throughput performance
for Video Streaming over the number of mobile sta-
tions for the same scenario as of Section 3.3. The
performance for priority queuing with soft CAC (see
Table 1) achieves the best performance for Streaming
services. While the throughput performance remains
also acceptable for Interactive and Background traf-
fic, the session blocking rate increases dramatically
for Interactive (see Figure 6) and Background ses-
sions. Even if the hard CAC algorithm is used block-
ing can not be avoided, since sessions that are not ad-
mitted for the requested QoS are degraded to lower
traffic classes. However, the blocking rate can be re-
duced by up to 20% as we have seen in sample sim-
ulations, since traffic classes with lower priority are
served more often. Session blocking is one reason
for the decrease in system throughput, when traffic
class scheduling is applied (see Figure 7). When the
bandwidth sharing scheme DWRR is used the block-
ing rate can be decreased and the system through-
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Figure 7: Downlink system throughput per cell for
different traffic class scheduling algorithms

put can be increased by 100% compared to priority
scheduling (see Figure 6 and Figure 7). Furthermore
a hard CAC policy can increase the system through-
put since blocking for traffic classes with lower pri-
orities is reduced.

5 Conclusions

For a best-effort scheduler design we propose
DPARR, since it is simple to implement and has
a great effect on the throughput performance espe-
cially in situations with high traffic load. LQDWRR
can be implemented in addition to realize an opti-
mized scheduler that has no great effect in normal
conditions where all stations have sufficient cover-
age, but can avoid the waste of capacity by serving
stations with very bad channels. For the introduc-
tion of quality of service support in EGPRS several
scheduling and admission control strategies are in-
troduced. If operators want to maximize the perfor-

mance of prioritized subscribers or applications and
session blocking for lower traffic classes is acceptable,
a priority scheduling algorithm should be applied to-
gether with hard CAC. If a certain capacity should
be guaranteed also for lower traffic classes, a band-
width sharing scheme should be implemented. The
CAC strategy should then be chosen depending on
the guarantee the operator wants to offer for prior-
itized users and on the offered traffic predicted for
each service class.
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