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Abstract

This article presents a combined layer two and three control loop, which allows prediction of link breakage in wireless
ad hoc networks. The method monitors the physical layer transmission mode on layer two and exploits the gained knowl-
edge at layer three. The mechanism bases on link adaptation, which is used in IEEE 802.11a WLAN to select the trans-
mission mode according to the link quality. The process of link adaptation contains information that is useful to predict
link stability and link lifetime. After introducing the IEEE 802.11a Medium Access Control (MAC) and PHY layer, we
present insight to the IEEE 802.11a link adaptation behaviour in multi-hop ad hoc networks. The link adaptation algo-
rithm presented here is derived from Auto Rate Fallback (ARF) algorithm. We survey the performance gain of two newly
developed route adaptation approaches exploding the prediction results. One approach is Early Route ReArrangement
(ERRA) that starts a route reconstruction procedure before link breakage. Hence, an alternative route is available before
connectivity is lost. Early Route Update (ERU) is a complementing approach that enhances this process, by communica-
tions among routing nodes surrounding the breaking link. The delay caused by route reconstruction can be significantly
reduced if prediction and either of our new route discovery processes is used.
� 2006 Published by Elsevier B.V.
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1. Introduction

While it is increasingly important to be connected
to the Internet world, the trend goes towards wire-
less solutions, providing mobile access to the Inter-
net at high data rates. Wireless Local Area Networks

(WLAN) like IEEE 802.11a operating at 5 GHz can
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support transmission rates up to 54 Mb/s. The high
attenuation at 5 GHz limits the coverage area. One
objective is therefore, to extend the coverage by
establishing multi-hop routes. Since using wireless
technology enables the user to be mobile, the net-
work has to deal with effects introduced by a
dynamically changing network topology.

High throughput and limited transmission range
make WLAN systems adequate for areas with a
high population density and users with the need
for high data rates. Such places, like airports or fair-
grounds, are called Hotspots. Covering large areas
with WLAN is economically inefficient, since a con-
siderable number of Access Point (AP) and routers
would have to be deployed due to the limited trans-
mission range. The AP density can be reduced by
increasing the transmission power or enabling inter-
mediate terminals to forward the data to users
beyond the Access Point range. High transmit pow-
ers strain the batteries of the mobile devices and
increase the exposure of operators to radio waves,
along with their yet undetermined health risk
(Fig. 1).

1.1. State of the art

Today’s solution is to expand the fixed infra-
structure using multi-hop connections. Mobility
and fast changing topologies are addressed by ad
hoc routing protocols, which can be subdivided into
proactive and reactive protocols. Reactive protocols
[4,17] request a route when needed, whereas proac-
tive protocols [15,16] permanently maintain routes
to all known network members that can be used
on request, therefore minimizing packet delay.
Reactive protocols avoid maintaining unneeded
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routes at the cost of a higher route discovery delay
and packet delay. Therefore, hybrid approaches
[18] have been developed to reach a trade-off
between the reactive and proactive approaches.

However, in case of a route break, all routing
approaches try to recover the connection. Most
routing algorithms inform the source node, which
in turn starts a completely new discovery process,
thereby flooding the network with a large number
of signalling messages. Some routing protocols per-
form a local route discovery [4] around the breakage
to limit the flooding. Moreover, all aforementioned
approaches solely only react when the link is already
broken. This leads to a high number of lost packets
as well as increased route rediscovering and packet
delay.

The new strategy proposed in this paper is not to
wait until the link breaks but to act in advance.
Based on link adaptation information we predict
the link state and start to rearrange the route before
the link is interrupted. Lower layers, especially the
link adaptation (LA), provide information that
allows predicting the link conditions. We present
Early Route ReArrangement (ERRA) and Early
Route Update (ERU), two new route rearrange-
ment protocols based on link prediction. Since the
two presented approaches prevent unnecessary sig-
nalling, avoid packet loss and minimize packet
delays, both use the ad hoc network capacity more
efficiently than existing protocols.

A similar work based on legacy IEEE 802.11 was
presented in [2], although the prediction approach
presented in paper employs the received signal
strength to estimate the likelihood of a link inter-
ruption. The approach in [2] is limited to informing
the route’s source about expected route breaks. The
SourceSource

SourceDest.

Multi-hop
Connections

Transmission
Range

hoc network.
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source node has to act upon this information and
the source node starts flooding the network to
update the route using standard routing algorithms.

Our approach combines the idea of local route
rearrangement on layer three and link prediction
at layer two. We propose a prediction algorithm
that takes advantages of the link adaptation (LA)
actions. We use the link adaptation like a pre-pro-
cessing function for the evaluation of channel
conditions.

The remaining parts of the paper are organized
as follows: we start with a brief survey of IEEE
802.11. The link adaptation fundamentals are cov-
ered in Section 3, followed by a discussion on how
the link adaptation supports the necessary predic-
tion information in Section 4. Simulations provide
further information on the efficiency of the pre-
sented link adaptation. After giving a brief descrip-
tion of the ERRA and ERU signalling procedures,
we highlight the benefits of the new protocols in
Section 5. In Section 6 we present the simulation
results of our new route rearrangement protocols
ERRA and ERU. The last two sections conclude
our consideration and discuss further research
topics.
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2. IEEE 802.11a medium access control

The IEEE 802.11a standard describes an OFDM
PHY layer at 5 GHz. The Medium Access Control
(MAC) layer is equal to IEEE 802.11b and legacy
IEEE 802.11. IEEE 802.11a mainly introduces
higher data rates [1,3]. IEEE 802.11a offers eight cod-
ing and modulation schemes, so called PHYModes
(cf. Table. 1). The MAC protocol used in IEEE
802.11 is called Distributed Coordination Function
(DCF). IEEE 802.11 furthermore describes a Point
U
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O

Table 1
PHYMode dependent parameters

Data rate (Mb/s) Modulation Coding
rate (R)

Data bits
per symbol

6 BPSK 1/2 24
9 BPSK 3/4 36

12 QPSK 1/2 48
18 QPSK 3/4 72
24 16-QAM 1/2 96
36 16-QAM 3/4 144
48 64-QAM 2/3 192
54 64-QAM 3/4 216
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Coordination Function (PCF). The PCF is used
for centrally controlled access. To our knowledge,
it is has never been implemented by any vendor.
The DCF is based on carrier sense multiple access
with collision avoidance (CSMA/CA). As mobile
nodes (MNs) are not able to monitor the air inter-
face while transmitting, the DCF uses backoff and
request to send/clear to send (RTS/CTS) mecha-
nisms to avoid collisions due to the ‘‘hidden station’’
problem. Details of the IEEE 802.11 MAC protocol
are given in [3].

2.1. IEEE 802.11a transmission modes

The IEEE 802.11a standard does not specify any
rules for selecting the transmission mode. Each ven-
dor implements a proprietary link adaptation
method. The first four bits within each packet pre-
amble specify the PHYMode chosen for coding
the data payload. Higher transmission modes are
capable of delivering higher data rates, but need a
considerably higher carrier-to-interference ratio
(C/I), thus limiting the bridged distance (cf. Figs.
2 and 3). In Table. 1 all available modes are listed
with their respective maximum data rate, applied
code rate and bits per OFDM symbol [1,3].

Due to the channel attenuation the C/I secedes as
the distance between transmitter and receiver
increases. Thus, different areas can be dependably
covered with each PHYMode (cf. Fig. 2). IEEE
802.11a allows stepping down the transmission
mode when the channel quality is decreasing, e.g.,
due to a rising distance between source and destina-
tion or in case of growing interference (cf. Fig. 3).
PHYMode
Range Dest.

Dest.

Dest.

Dest.

Dest.

Dest.Dest. BPSK 1/2

BPSK 3/4

Source

64 QAM 3/4

64 QAM 2/3

Source

Fig. 2. PHYMode range.
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Fig. 3. Packet error rate versus C/I.
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The IEEE 802.11a protocol allows choosing of an
individual PHYMode for each connection and each
data packet. Every terminal attempts to determine
the PHYMode providing the best balance of
throughput to packet error rate (PER). The Chair
of Communication Networks, RWTH Aachen Uni-
versity [12] has developed a simulation tool to inves-
tigate IEEE 802.11a/e/g together with a complex IP
layer. The simulation tool makes use of a two-path
propagation model over a reflecting surface [1,12] as
the physical channel model. It combines calculated
C/I with the measured values, Fig. 3 shows exempl-
arily some values [13]. The results from our simula-
tion environment presented in Fig. 4 evaluate the
maximum throughput per PHYMode for a packet
size of 2000 B. Since the 802.11 MAC handles small
sized packages very inefficiently, our simulation
results present a best-case scenario. The envelope
of the throughput results is formed by the upper
bound of all PHYModes and represents the opti-
mum balance of PER and throughput. Since termi-
nals in a real system cannot distinguish between
signal power and interference power, it is impossible
to measure the detailed C/I for each packet: Hence,
each terminal only detects a certain local power
level.1

There are two ways to estimate the signal-to-
noise ratio: Terminals can either measure the inter-
1 This is the reason why routing protocols based on signal
strength stability operate on an uncertain basis. The received
signal strength changes very dynamical due to the burstiness of
the traffic.
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ference power within transmission pauses, or count
the successfully received and lost packets. The latter
one is not intricate to implement as described in Sec-
tion 3. The ratio between received and lost packets,
combined with the measured packet error rate
(PER) per PHYMode, leads to the prevailing C/I
[12,13]. The IEEE 802.11a/g/e network simulator
bases on PER versus carrier-to-interference ratio
measurements [12] shown in Fig. 3. Higher trans-
mission modes are capable of delivering higher data
rates. But nevertheless, they also need a remarkably
higher C/I. Decrease of the channel quality has sev-
eral reasons, like fading, obstacles and interference.
Fig. 4 presents the maximum achievable data
throughput of IEEE 802.11a with the DCF and
RTS/CTS handshake.

As presented in Fig. 4 802.11a carries up to
36 Mb/s when utilizing the 64-QAM 3/4 PHY-
Mode. To improve the performance, a simple but
efficient approach has been developed. After having
successfully sent a predefined number of packets the
LA of the transmitting station, steps up to a faster
data rate. If a certain number of packets is lost later
on, a lower transmission mode is used. This link
adaptation algorithm is called Auto Rate Fallback
(ARF). Further details can be found in [9]. How-
ever, this algorithm is instable. Even if LA has
found an optimum transmission mode it will try
to switch to a less robust but higher PHYMode
leading to an increased packet error. Some other
LA approaches have been presented in [10,11]. They
outperform ARF but require changes to the IEEE
802.11 standard [3].
244
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3. Link adaptation for multi-hop ad hoc network

Since IEEE 802.11 does not define any rules for
an internal link adaptation (LA), each vendor
implements a proprietary LA. Our prediction
approach and route rearrangement protocols rely
on the behaviour of the LA, thus it is mandatory
to specify the used LA. Independently from the fla-
vour of the LA, all algorithms are based on a similar
principle that with degrading channel conditions a
lower but more robust PHYMode is chosen (or a
higher but less robust one, when the channel condi-
tions improve).

To evaluate the performance of 802.11 MAC in a
wireless multi-hop ad hoc network, our simulation
tool has been extended with a fast and efficient
LA. The developed LA can be described as an
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Fig. 4. Reachable throughput per PHYMode.
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V 
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Switch PhyMode
up

ERweighted

Switch PhyMode
down

Init State

> ERLweighted,Down weighted,Up else

Fig. 5. Link adaptation working principle.
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U
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Cenhanced version of the Auto Rate Fallback (ARF)
[9] protocol. Fig. 5 shows the functional principle of
our LA algorithm. One LA instance serves one des-
tination only. The implemented version addresses
the following design specifications.

Fast reaction on channel condition changes is
one of the major requirements for a LA, though
slow variation must be considered as well. To fulfil
these requirements, our LA contains three different
lists (packet windows, PWs) of the sizes 5, 10 and
25 to store the PHYModes used in the past, along
with the information whether the respective packet
has been acknowledged or not. The parameter val-
ues are the result of various tests to find optimized
parameters for a large range of possible test scenar-
ios. As these PWs store short, medium, and long-
term information they are referred to as short
(PWs), medium (PWm) and long (PWl) packet win-
dow (cf. (3.1)). The different window sizes (WSs)
are labelled as short WSs, medium WSm, and long
WSl. The latest packet determines the current
packet number (CPN):
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PWs ¼ fP CPN; P CPN�1; . . . ; P CPN�WSsg;

PWm ¼ fP CPN; P CPN�1; . . . ; P CPN�WSs ; . . . ; P CPN�WSmg;

PWl ¼ fP CPN; P CPN�1; . . . ; P CPN�WSs ; . . . ;

P CPN�WSm ; . . . ; P CPN�WSl
g.

ð3:1Þ
Each entry Pi 2 {0,1} has two states: either the
packet was transmitted successfully (Pi = 0) or the
packet was not acknowledged (Pi = 1). Our proce-
dure permanently calculates the ratio of successful
to unsuccessful transmissions (error ratio k, ERk)
for each PWk (cf. (3.2)).

ERk ¼
1

WSk

XCPN

CPN�WSk

PWk; k 2 fs;m; lg. ð3:2Þ

Eq. (3.2) shows how the ERk is calculated. When-
ever a packet is transmitted immediately after the
PHYMode has been changed or if the link has been
idle for a certain period of time the respective LA in-
stance is reset. All packet windows are deleted (en-
tries are set to zero) and the new packet is labelled
as the first one (CPN is set to 1).

Our LA algorithm is designed to differentiate two
states: the ‘Init State’ and the ‘Steady State’. After
the creation or the reset of a LA instance, the LA
starts in the ‘Init State’ (cf. Fig. 5). When a new link
is established it is important to find an appropriate
PHYMode before the IEEE 802.11 protocol starts
discarding packets. Otherwise, the IEEE 802.11
retry counter may expire [3]. Therefore, the LA
remains in ‘Init State’ until all lists PWk are filled.
In this ‘Init State’ the LA converges fast from the
initial PHYMode to the actual link conditions, since
only PWs and PWm are considered for the decision
on switching to another PHYMode. Each PWk is
associated with a certain error ratio limit (ERLk).
U
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QPSK ¾ (default)

BPSK ½ (adapted)

BPSK ½ (adapted)
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Fig. 6. Considering the
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When the LA procedure operates in the ‘Init State’
and the error ratio within PWs or PWm exceeds the
corresponding ERL, the PHYMode is immediately
decreased (cf. (3.4) and (3.5)). The WSs has to be
carefully selected. During our studies presented
here, the initial PHYMode was kept equal to the
PHYMode used for layer three broadcast transmis-
sions. Therefore, all layer three control packets are
sent using QPSK 3/4. To further enhance the LA
procedure, after entering the ‘Init State’ the LA
instance evaluates current or previous backwards
links if available. If a backwards link exists and its
PHYMode is lower than the initial default PHY-
Mode, the PHYMode of this backwards link is used
as the initial one, see Fig. 6. Node A transmits using
BPSK 1/2 to node B. Node A has already adapted
the PHYMode to find the best suited one. Hence,
node B uses the same coding scheme of node A as
the initial PHYMode. This behaviour is based on
elevated probability that both directions have com-
parable propagation conditions. This educated
guess is used to improve the starting point for LA,
as described above.

Once all lists have been filled the LA instance
switches to the ‘steady state’ where all lists are con-
sidered for further calculations. To differentiate
between long term and short term changes the three
PWs,m,l are weighted using a weighting vector ~V (see
(3.3)). The weighting vector contains a weight vi for
each PWk with vi 2 R \ ½0; 1�.

~V ¼
v1

v2

v3

0
B@

1
CA with vi 2 R \ ½0; 1� and

X
i

vi ¼ 1.

ð3:3Þ
The current PHYMode is taken as the current opti-
mum as long it remains in a predefined range. The
YES
Equalize PHYModes

NO

YES

Link Adaptation 
active

to Node A

Packet received from
Terminal A

IDLE

bidirectional case.
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bounds of this range are given by ERLWeighted,UP

and ERLWeighted,DOWN. If the weighted error ratio
falls below ERLWeighted,UP the PHYMode is in-
creased and vice versa when the weighted error ratio
arises over ERLWeighted,DOWN the PHYMode is de-
creased. Our LA switching conditions are summa-
rised in Eq. (3.4) and (3.5).

SwitchingDOWN

¼

ðERs >ERLsÞ [ ðERm >ERLmÞ
for CPN<WPl;

vs

vm

vl

0
B@

1
CA�ðERs;ERm;ERlÞ>ERLWeighted;DOWN

for CPN P WPl:

8>>>>>>>><
>>>>>>>>:

ð3:4Þ

SwitchingUP

¼

non-switching up in Init State

for CPN<WPl;

vs

vm

vl

0
B@

1
CA�ðERs;ERm;ERlÞ<ERLWeighted;UP

for CPN P WPl:

8>>>>>>>><
>>>>>>>>:

ð3:5Þ

To be able to react to rapidly changing channel con-
ditions, PWs should be highly weighted. For the
simulation results presented here the weights are
set as follows: {v1 = 0.5;v2 = 0.3;v3 = 0.2}. This
means PWs weighted with 50%, PWm with 30%,
and PWl with 20%.
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- 60
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Fig. 7. Throughput results of node
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The right choice for the WSs is a key requirement
for a sufficient LA operation. High data rate con-
nections having small packets need larger WSs than
a moderate data rate connection with large packets.
Therefore, an additional function at each terminal
has to measure the data packet rate per link and
to choose the packet window sizes independently
for each link. However, in addition to the packet
rate, the WSs has to be defined small enough to
avoid expiring the IEEE 802.11 retry counter [3].
Therefore, during our studies a PWs of five packets
has been used to prevent packet loss in the ‘Init
State’.

However, optimizing LA algorithm is out of the
scope of this article. Our focus here is to increase
ad hoc routing performance using cross-layer infor-
mation in support of ERRA and ERU. Neverthe-
less, giving a detailed description of the LA is
necessary since they are none standardized LAs.
Our LA turns out to be a suitable choice as basis
for a prediction algorithm. The next section shows
the LA behaviour and performance.

4. Link adaptation behaviour

We use two scenarios to present the stability and
performance of the LA developed. The velocities
used in our simulation are applicable in cases such
as a walking person or a slowly moving vehicle. Fas-
ter speeds would mean frequent changes of links
and thus result in an inconstant link quality. Vehicle
n Node 1 and Node 2 [m] 
0 20 40 60

0.25 m/s
0.5 m/s
1 m/s
2 m/s
4 m/s

2, under different velocities.
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E
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based scenarios do not provide a promising applica-
tion for stand-alone wireless local area networks.

First, we investigated a basic scenarios compris-
ing two nodes. One node remains immobile. We
place the fixed node at the point of origin. The sec-
ond node is placed at a distance of 60 m, it moves
straight towards the fixed node and stops after leav-
ing the range of node 1. The aim of this setup is to
gain insights into the detailed LA reaction and to
observe the stability of the LA. The scenario is
shown in Fig. 7 on the upper left corner. Node 1
transmits to node 2. The offered data rate was
100 kb/s constant-bit-rate (CBR) with a packet size
of 512 B. Both nodes transmit with a power of
100 mW. The propagation coefficient of the physical
model was assumed to be c = 3.0 [1]. Realistic val-
ues for c are between 2 (free-space propagation)
and 5 (strong attenuation, e.g., because of city
buildings). The simulation is repeated with varying
speeds of node 2.

Fig. 7 presents the used PHYModes for packets
transmitted from node 1 to node 2. The adaptation
steps can be observed for velocities from 0.25 m/s
up to 4 m/s. It shows that the link adaptation is
capable of swiftly adapting the PHYModes. An
influence of the velocity can be stated for 2 m/s
and 4 m/s, whereas all other velocities show roughly
similar adaptation behaviour. The LA needs longer
to increase the PHYMode when the destination sta-
tion approaches faster. The downward curves are
almost identical in all cases showing that the
decreasing quality of the link is detected compara-
bly at any simulated speed.
U
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5. Predicting link breakages

Continuous switching down of PHYModes is a
hint for the network layer that the link may break
soon. This information triggers the routing algo-
rithm instance to reconsider the route and to adapt
it according to the emerging situation. Being able to
predict a link breakage has large benefits. Common
routing protocols react after a link is broken, while
using LA information our solution acts before the
breakage occurs. The channel dump in Fig. 12 pre-
sents three LA behaviour examples extracting typi-
cal downstairs-patterns. The next step is to
evaluate the relation between a downstairs-pattern

and a possible route break.

5.1. The rating function

To investigate the LA behaviour and detect
downstairs-patterns automatically, we defined a rat-
ing function RF(t) shown in Fig. 8. The RF(t) ranks
the importance of PHYMode changes in relation to
a breakage (cf. Fig. 8). A change from BPSK 3/4 to
BPSK 1/2 (value 7) for example is more important
for the breakage prediction than switching from
16-QAM 3/4 to 16-QAM 1/2 (value 3).

An important issue in the context of detection
rate and false alarms is the history of the previous
LA decisions. A detection threshold (DFthreshold)
has to be determined in accordance to these infor-
mation. The time window taken into account for
threshold determination is named detection interval
(DI). We sum up all ratings within a limited time-
frame. Switching down is valued as negative, switch-
5
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ing up as positive. Whenever a LA algorithm
advises the MAC to use the last feasible PHYMode
(BPSK 1/2), the prediction method uses the RF(t) to
measure the link behaviour in the elapsed time-
frame. The prediction algorithm sums up all valua-
tions done prior to the step to BPSK 1/2. To judge
the shape and speed of the downstairs pattern the
sum-up results are compared to a certain detection
threshold.

We introduce a small scenario to show an idea-
lised use case for our breakage prediction and route
rearrangement algorithms. The scenario is presented
in Fig. 92 and includes seven nodes. It explains the
major advantages of breakage prediction based on
the LA for ad hoc routing. The source node 1
(green) is stationary. The other nodes are arranged
in a circle uniformly distributed with a distance of
35 m. Node 1 is 10 m apart from the circle. Node
2 is the red destination node and circularly moving
with the other nodes at a predefined speed of 1 m/s.
The offered traffic stream has a constant bit rate of
100 kb/s. The packet size is 512 B and simulation
time is 210 s. The circular setup was chosen to min-
imize simulation time and number of nodes
involved.

The movement causes all established routes to
degrade in link quality and eventually (without pre-
diction) to break between node 1 and its next hop
504
505
506

2 For interpretation of colour in this figure, the reader is
referred to the web version of this article.
E
Dpartner. Those breakages accompany packet loss

and rerouting. Our results in Fig. 10 show that
routes using standard AODV experiences a long
period of time using BPSK 1/2 before the link ulti-
mately breaks. After the actual route break, result-
ing in a loss of data packets, AODV reroutes and
consequently the link quality increases again.

Breakage prediction enables the routing algo-
rithm to start this rerouting process as soon as
BPSK 1/2 is reached. The new route is found and
can be engaged long before the actual route break
occurs. The link quality is considerably improved
when using breakage prediction and more stable
routes are found. Furthermore, in the prediction
based case no link breaks or packet losses occur.

Besides the basic evaluations, we stress the LA
and prediction with a larger scenario to investigate
the LA performance under more realistic traffic con-
ditions. A second setup shown in Fig. 11 presents an
ad hoc network containing 40 nodes. Except for the
source and destination node of the three routes
investigated here, all nodes move according to the
Random Waypoint Model (RWP) [7]. However it
is important to note that a RWP [7] scenario is a
worst case for breakage prediction. Any predication
is based on the assumption that a measured devel-
opment continues in the future. Human movement
in real life situation is for the most part goal-ori-
ented. Therefore, under normal circumstances the
link degradation follows the assumption and can
be predicted with certain reliability. A RWP mobil-
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ity model generates just the opposite of a goal-ori-
ented behaviour. We use it in our investigations
because it is the commonly used model to simulate
movement behaviour for ad hoc networks and to
assure the superior properties of ERRA and ERU
even under worst-case conditions.

Each source node generates a traffic of 100 kb/s
using a constant-bit-rate (CBR) traffic generator.
E
DThe packet size is 512 B. The window sizes for the

LA algorithm are set to WS = {WSs = 5; WSm =
10; WSl = 25}. Fig. 12 presents the corresponding
LA behaviour for the source with the node number
three. Due to the mobility of the nodes, the number
of hops and the forwarding nodes change con-
stantly. Fig. 12 presents the PHYMode of all pack-
ets successfully sent by node 3. Node 3 as a source
node is not mobile. Several route breakages can be
observed along the routes (dashed lines). Thus,
Fig. 12 presents the link breaks between station 3
and its respective next hop-partner. Of course, link
breaks may occur on different links along the whole
route, too. Each link breakage results in a new route
discovery process.

We emphasise three particular situations in
Fig. 12 indicating a typical LA behaviour in
advance to a link failure. Breakages between node
3 and its next hop on the route are marked with a
dashed vertical line. The node speed was set to
1 m/s for all moving nodes. Fig. 12 contains three
subfigures. The upper figure presents the PHY-
Modes adjusted by the link adaptation process from
650 s to 1350 s after the beginning of the simulation.
Our LA algorithm switches several times to faster
PHYModes when link conditions improve and the
other way when conditions decrease. Three typical
situations are highlighted (by grey blocks) and pre-
sented in detail below. Subplot Fig. 12(a) presents
the typical channel pattern that can be observed in



T
D

P
R

O
O

F
545
546
547
548
549
550
551
552
553
554
555
556
557
558
559
560
561
562
563
564
565
566
567
568
569
570
571
572

573
574
575
576
577
578
579
580
581
582
583
584
585
586
587
588
589
590
591
592
593
594
595
596
597
598
599
600

1000670 12501010680 12701020690 12901030700 13101040710 1330
Time [s]Time [s] Time [s]

700 800 900 1000 1100 1200 1300Time [s]

BPSK 1/2
BPSK 3/4
QPSK 1/2

QPSK 3/4

16-QAM 1/2

16-QAM 3/4

64-QAM 2/3

64-QAM 3/4

Terminal 34
(c)

Terminal 12
(a)

Terminal 29
(b)

Fig. 12. PHYMode dependent channel monitoring for multi-hop ad hoc networks.

E. Weiss et al. / Ad Hoc Networks xxx (2006) xxx–xxx 11

ADHOC 166 No. of Pages 23, Model 3+

12 April 2006; Disk Used
ARTICLE IN PRESS
U
N

C
O

R
R

E
C

advance of a link breakage. Fig. 12(b) highlights the
time interval [1000 s; 1040 s]. It presents an inter-
fered pattern, although the pattern can be still iden-
tified. In addition, the third subplot Fig. 12(c)
extracts one of the challenges our prediction algo-
rithm has to deal with. The pattern of the first part
of subplot (c) suggests an upcoming breakage. How-
ever, no break occurs in the highlighted situation.
On the contrary, our LA algorithm increases the
PHYMode. This can be observed several times
and depends on the mobility model used. For
instances, with RWP mobility the node moves
away, reaches its drawn point and returns. There-
fore, the link quality decreases when moving to
the far point and increase on the way back again.
This is depicted in the first part of subplot (c).

As expected the link quality decreases with
increasing distances. Our LA procedure adapts
whenever necessary to avoid a connection interrup-
tion. Based on this behaviour, we are able to predict
a link breakage.

Fig. 13 presents a histogram depicting the influ-
ence of the detection interval and the detection
threshold on the detection rate. The histogram
shows the detection rate for the scenario presented
in Fig. 11. With an increasing detection interval
the detection rate rises. Based on Fig. 13 one can
also state that a detection threshold lower than
E�22 is not suitable. Applying a threshold of �18
and a detection interval of around 40 s, allows pre-
dicting 70% of all occurring breakages. Apart from
the detection rate, the number of needless route
rearrangements is an important measure to evaluate
the prediction performance. Fig. 14 presents a histo-
gram visualizing the percentage of correctly
detected breaks. Under worst-case conditions, up
to 40% of all predictions were route breaks. The
remaining 60% represent false alarms identifying
and triggering the replacement of inefficient links.

Without link prediction, packet loss and inter-
ruptions cannot be avoided. However, our predic-
tion mechanism is able to avoid 70% of these
interruptions, even in this worst-case scenario.

One has to keep in mind that there are numerous
situations, which cannot be acquired statistically.
For instance, when an intermediate node leaves
the route and the prediction function regards one
of its hops as suspicious but a neighbouring hop
breaks first. In these situations, the update neverthe-
less rearranges the route and inhibits the route
breakage. Hence, the breakage is bypassed but this
does not appear in Figs. 13 and 14, since the break-
age was expected on a different link.

Our approach to weight the LA steps and to sum
up the weightings within a certain period is a very
elementary method. The analysis shown confirms
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the assumption that a prediction is possible and
beneficial. Approaches that are more complex may
raise the detection rate of the link breakages.

The detection interval (DI) is chosen according
to the node speed and the movement direction. It
is very important to select a suited value for the
detection interval. However, DI strongly depends
on the node speed and therefore cannot be deter-
mined in advance. Consequently, we introduce an
adaptive windowing approach. Our LA starts to
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sum up all rating steps during a minimum detection
interval (DImin). If the prediction threshold is not
exceeded, the window size is enlarged until the
upper limit (DImax) is reached. As long as the pre-
diction results do not exceed the detection thresh-
old, no breakage is foreseen. If the threshold is
penetrated the network layer is informed that the
link might break. The interrelationship between
the dynamic detection window, detection threshold
and the rating function is expressed in (5.1). Eq.
(5.1) sums up different intervals. Each interval starts
at a different time in the past ranging from t-DImin

to t-DImax and ends at the current time. Since
switching down is rated negative, the infimum is cal-
culated over all sums. If the infimum falls short of
the applied threshold Dthreshold a link breakage is
predicted.

Dthreshold 6 inf
DI2½DImin ;DImax �

Xt

t-DI

RFðtÞ
 !

. ð5:1Þ
U
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Fig. 15. Cooperation between LA, rating fu
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The prediction is not only feasible at the sending
node, but also at the receiving node.

Fig. 15 gives an overview of the different func-
tionalities and their ways of cooperation. The LA
adapts the PHYModes to operate each link appro-
priately. The rating function reviews the different
LA steps and the prediction function summarises
the rating results and determines whether the link
is instable or not. In case the link is expected to ter-
minate the route rearrangement algorithm is
instructed to look for an alternative route. Thus,
the prediction enables the route rearrangement
algorithms to circumvent numerous route break-
ages.

6. Proper actions for upcoming link break

Assuming the link adaptation delivers the neces-
sary information about the link state characteristics,
this information triggers appropriate actions either
to rescue the link and avoid a route rediscovery or
E
D

nction, prediction and network layer.
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to provide an improved link quality by finding a
new route. In any case, several proper actions are
conceivable. The node that monitors incoming and
outgoing connections knows if one of these links,
none or both of them have changing PHYModes.
This enables the node to distinguish three different
cases:

1. The node recognizes that the LA for the outgoing
link is adapting towards lower transmission
modes but the incoming link remains stable. This
is a typical situation, where the next node on the
route wanders out.

2. The node recognizes that the incoming as well as
the outgoing links are adapting towards lower
transmission modes. This indicates movement
of the node itself. Thus, the node regards itself
as an instable intermediate node.

3. The LA for the incoming link has to decrease the
PHYModes but the outgoing link remains con-
stant. That is typical for a preceding node mov-
ing away.

In the scenario depicted in Fig. 16 all the three
cases3 are presented. Node 4 experiences case 1,
node 5 faces case 2 and node 6 is exposed to case 3.
700
701

3 Obviously, the three cases can also occur when the neighbour
terminals are moving; however the upcoming situation could be
handled equally.
E
D6.1. ERRA: Early Route ReArrangement

In the previous section, we explained how to
forecast the degradation of a link. This section
describes an approach that profits from early trig-
gering. The Early Route ReArrangement (ERRA)
is derived from the local repair idea, which is part
of the Ad Hoc on Demand Distance Vector
(AODV) routing protocol [4].

Unlike the local repair idea, ERRA does not wait
until the link is broken. Prior to a breakage, ERRA
rearranges the route to avoid disruption. In Fig. 16
an example is given. The initial route starts from
source node 2 to destination node 7. One intermedi-
ate node (5) is going to wander off. Node 4 first
detects the movement; since it has to adapt the
PHYMode for the outgoing link to node 5. Once
node 4 uses PHYMode BPSK 1/2 it starts looking
for a downstairs-pattern in the elapsed timeframe.
If node 4 finds an indication for such a pattern, it
triggers the ERRA procedure to rearrange the
route.

Node 4 locally broadcasts4 a rearrangement
request (ERRA_REQ) with a PHYMode higher
than the last one used for the connection and conse-
quently, reducing the coverage range for the
ERRA_REQ (cp. Fig. 2). This ensures that the for-
mer link between nodes 4 and 5 is not selected. In
4 The time to life (TTL) for the broadcast is calculated
according the AODV local repair rules [4].
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Fig. 16 the request is sent with QPSK 1/2. There-
fore, node 5 does not receive the request directly.
Node 8 forwards the request to node 6, which is
aware of a route to the destination. Node 6
responds (ERRA_REP) and provides the alterna-
tive route. Afterwards, node 4 compares the hop
counts of the old and the new route. If the new
hop count is less or equal, the alternative route is
used immediately. Otherwise, node 4 uses the new
route immediately after the old connection finally
breaks. Further details are depicted in [6]. ERRA
rearranges the route to provide robust connections
ensuring improved route continuity that is an
important requirement for transport protocols.
However, there are ways to further improve the
mechanism. When a node discovers a degrading
link, the connection still exists and can be used for
the route update process. Therefore, we extend
ERRA and introduce the Early Route Update pro-
tocol in the following section.

7. ERU: Early Route Update

To avoid connection interruption the node with a
degrading outgoing link negotiates a workaround
with the node behind the upcoming breakage. We
assume that each node has an up to date list of
nodes in its neighbourhood. This is achieved by
using hello messages. Figs. 17 and 18 illustrate the
ERU signalling: Again, node 5 leaves the transmis-
sion range. Node 4 is triggered from its prediction
due to the degrading link and adds a list of its neigh-
bouring nodes to an ordinary data packet5 (ERU_-
PATCH_INFO) that is received by node 5.

Since node 5 notices via the LA procedure that its
incoming and outgoing connection for that particu-
lar route is instable, it forwards the information to
the next hops. Stable nodes retrieve the list of neigh-
bours attached to the data packet. In this case, node
6 is stable since it has a stable outgoing link. The
ERU_PATCH_INFO contains a counter for the
number of hops from its source to the current stable
node. This counter represents the size of the instable
part of the route. We refer to this counter as the
breakage hop counter (BHC). Node 6, as the first
stable node, searches for an intersection between
the received neighbourhood and its own. In
Fig. 17 there is no intersection between the set of
794
795
796
797

5 Assuming the IEEE 802.11 maximum packet (2304 Byte) size
is not exceeded.
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neighbours. Hence, node 6 broadcasts the list to
its neighbours. These forward the list corresponding
to the BHC (in our example the info is sent twice).
Thus, the broadcast is limited to two hops, reducing
the flooding to the vicinity of the disruption. Fig. 18
shows that node 11 knows node 8. Therefore, it is
included in the neighbour list. As a result, node 11
creates a reply message (ERU_REP) and sends it
to node 4 via node 8. Node 4 applies the same rules
for using the new connection as mentioned for
ERRA. A detailed description, including some spe-
cial cases handling, is given in [6].

8. Simulation results

In an approach similar to our statistical evalua-
tion, we present simulation results for the idealised
setup shown in Fig. 92. In addition, we investigated
the worst-case scenario (see Fig. 11) containing 40
nodes and a movement following the RWP mobility
model. The LA algorithm and the cross-layer inter-
action between LA and IP routing are evaluated by
means of simulation. We start with an in deep
review of the transient behaviour of the route rear-
rangement mechanisms compared to standard
AODV with local repair.

Fig. 19 shows the LA steps vs. time, for the link
between the source node and the next hop neigh-
bour. The simulation shows one entire turn of the
circle (compare Fig. 92). The simulation was
repeated applying standard AODV, AODV with
ERRA and AODV with ERU. The results are pre-
sented in Fig. 19 which contains three curves. The
first one highlights the LA steps using standard
AODV and shows several drawbacks. Primarily it
is obvious that the link keeps BPSK 1/2 until the
connectivity is finally lost. During this long period
the link burdens the network by operating with an
inefficient PHYMode to transmit its data. Owing
to the fact that BPSK 1/2 is exhaustively used, the
opportunity to rearrange the route and to select a
better-suited node is missed. Consequently, the
route breaks and a certain number of packets is lost
and these have to be repeated. The next step is re-
establishing the route and choosing an intermediate
node, which is already fading away. Therefore, the
maximum PHYModes are limited to QPSK 3/4
after the first three breaks. After the fourth route
is switched towards transmitting via the incoming
nodes (transmitting clockwise). Hence, for a limited
time the next node approaches and the link quality
increases. Having passed the sender, it fades away
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Uagain. That describes a typical behaviour found
while using most approaches.

The medium curve represents the handling of the
situation by ERRA. Immediately after BPSK 1/2 is
engaged, the rerouting process is started and ERRA
switches to a new route. Adapting the route with
ERRA is fast, which results in short peaks towards
BPSK 1/2. ERRA lost no packets on the complete
turn, implying five route adaptations.

The newly engaged routes are more stable and
allow higher PHYModes on the described link.
The higher PHYModes shorten the packet trans-
mission time and disburden the network capacity.
Similar to situation with AODV, a switch to a
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Fig. 19. Comparison of different routing behaviour.
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clockwise direction generates increasing link quality
due to an approaching next hop partner.

ERUs mechanism is based on locally circumvent-
ing the gap. ERU starts adapting the route from the
node behind the upcoming breakage. Consequently,
the gap is filled by the mechanism with the next
available node. Route breaks and packet losses are
avoided. The tradeoff for this is increasing route
lengths. The route is not switched to a clockwise
transmission at the same time like ERRA. When
the destination appears, in the neighbourhood of
the breakage the initial situation is re-established
and the direct route is chosen.

Figs. 20 and 21 highlight the handling of first sit-
uation with degrading link quality with AODV and
ERRA. Fig. 20 displays the situation after 60 s for
AODV. The link finally breaks and two packets
are lost. After the break (60 s) node 7 is inserted
as new intermediate node, whereas ERRA in
Fig. 21 reacts earlier and rearranges after 40 s.
The PHYMode curve in Fig. 21 clearly displays
the predicted downstair-pattern prior to route
switching. We present no detailed figure for ERU
because it shows the same fast reaction as ERRA
in this situation.

In addition, we show the detailed figures for the
situation where AODV and ERRA switch to clock-
wise routing (see Figs. 22 and 23). Fig. 24 shows
that ERU keeps the route direction and fixes the
gap locally. Both proposed protocols guarantee
the route continuity, forfeit no packets and prevent
route breaks.

After discussing the idealised setup, we complete
our simulation analysis with the worst-case sce-
nario mention in Section 5 and displayed in
Fig. 11.
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CThree routes are loaded with constant-bit-rate
traffic. The offered traffic increases with every simu-
lation. The packet size is set to 512 B. RTS/CTS
handshake is used to reduce the hidden node prob-
lem. Fig. 25 presents the percentage of average
throughput over all three routes. The figure com-
pares ERRA and ERU with the AODV local repair
mechanism. Generally, under high load conditions,
the network is congested and cannot deliver all
packets. It is important to see in Fig. 25 that no
throughput degradation occurs using the ERRA
or ERU algorithms. This is because packets are only
affected, if a breakage situation is foreseen. Thus,
both approaches only delay a small fraction of
packets.

In terms of additional signalling overhead ERRA
and ERU are comparably efficient with local repair
from AODV. ERRA uses the same amount of sig-
nals and bytes per signal as local repair. However,
ERRA redirects the route in advance and disbur-
dens the channel, by choosing a higher PHYMode
for signalling, thus producing shorter packets.
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bourhood. As proposed by AODV [4] as an
optional feature, nodes learn the neighbourhood
using hello messages. Hello messages increase the
signalling overhead, but enable ERU to smoothly
adapt the routes and avoid breakages. ERRA and
ERU perform beneficially unless the network is
uncongested, which represents the usual case. As
soon as the network cannot carry the offered traffic,
routes break and the user satisfaction decreases.
Neither of the two approaches can improve the sit-
uation. However, both do not worsen the situation.
Under overload conditions, ERRA and ERU per-
form similar to local repair. Figs. 25 and 27 lead
to the same conclusions.

Fig. 26 presents the packet delay for all three
routes. It shows the results for both proposed
approaches in comparison with the AODV local
repair procedure.

Apart from the typical delay characteristics orig-
inated from the reactive routing protocol, it is obvi-
ous that both approaches outperform the AODV
local repair mechanism. When the offered traffic
increases, ERRA and ERU reveal the same perfor-
mance as local repair. The involved signalling does
not negatively influence the throughput (cf. Fig. 25).
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Under low load conditions, ERU shows the low-
est delay. With the increase of the traffic load
ERRA and ERU still achieve smaller delay than
local repair (cf. Fig. 27). We can conclude that link
prediction improves the route continuity, avoids
packet losses, and decreases packet delay because
of the timely and accelerated route discovery
procedures.

9. Conclusions

This article explains the Early Route ReArrange-
ment (ERRA) and the Early Route Update (ERU)
approaches based on link breakage prediction. We
present the idea to predict the link state based upon
the link adaptation behaviour. We describe a suit-
able link adaptation (LA) and show its functional-
ity. Based on link adaptation, we introduced a
prediction algorithm that rates the PHYMode
changes in terms of their importance towards an
upcoming route interruption. The prediction
enables our route rearrangement protocols to act
timely and prevent route breaks and packet losses.
In particular, ERRA and ERU are designed to ben-
efit by being triggered early from prediction algo-
rithms, acting early enables shorter and more
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stable routes. Better PHYModes result in shorter
packet and less transmission duration, thus reduc-
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ing network congestion and disburdening network
capacity. Higher layer transport protocols notice-
ably benefit from reduced packet loss and route
breaks.

This article presents an efficient control loop
based upon cross-layer information shared between
medium access and network layer. Thereby, this
article gives a first glimpse to the potentials of
cross-layer interaction.

10. Discussion

Evidently, our LA algorithm presented here can-
not distinguish between packet loss originated from
transmission errors or collisions. In a congested
channel, the LA procedure detects unacknowledged
packets and decreases the PHYMode. However, this
increases packet transmission time and worsens the
situation. In the scenarios described here, this
behaviour is unfavourable. In contrast, our current
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work monitors the MAC queue length and enhances
the LA efficiency thereby. If the channel busy time
increases, monitoring MAC transmission queues
reveals that congestion is more probable. Therefore,
the LA algorithm decisions could be improved with
MAC queue length information taken into account.
While our current LA algorithm will not increase
the PHYMode in case the channel is congested, an
enhanced LA might advise to do so. With increased
PHYMode, congestion could be reduced. Con-
gested links using the fastest PHYMode need to
detect and establish new routes around the local
congestion.
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