
The 18th Annual IEEE International Symposium on Personal, Indoor and Mobile Radio Communications (PIMRC'07) 

1-4244-1144-0/07/$25.00 (c)2007 IEEE 

RELAY-BASED VS. CONVENTIONAL WIRELESS NETWORKS:  
CAPACITY AND SPECTRUM EFFICIENCY 

E. Weiss, S. Max, O. Klein, G. Hiertz and B. Walke 
Communication Networks, Faculty 6, RWTH Aachen University 

Kopernikusstr. 16, 52074 Aachen, Germany 
erik.weiss@comnets.rwth-aachen.de 

 
ABSTRACT 

Conventional radio cells suffer from the disadvantageous dis-
tribution of the transmission rates. High transmission rates are 
only available in the close vicinity of the access point, 
whereas the distribution of mobile stations behaves comple-
mentary. Hence, the provided capacity of the access point is 
only partly used and the majority is wasted. This drawback 
will grow with the introduction of future transmission tech-
niques, which increase the maximum transmission rates avail-
able at short distances. Therefore, it is unlikely that the tradi-
tional design of cellular radio systems can achieve the ambi-
tious throughput and coverage requirements of fourth-
generation (4G) radio networks. We propose to extend con-
ventional multi-cellular systems by applying relay-enhanced 
topologies to each cell. To encourage this evolutionary step 
we present an analytical model to compute the upper bound 
capacity and the spectrum efficiency of wireless networks. 
Based on this analytical model the potential of conventional 
cellular systems is compared with relay-enhanced networks.  

I. INTRODUCTION 

The very high transmission rates foreseen for 4G systems in 
reasonable large areas appear to be unfeasible with conven-
tional cellular architectures for two basic reasons. First, the 
envisioned spectrum for 4G systems will probably be located 
well above the 2GHz band used by the 3G systems. The radio 
propagation in these bands undergoes heavy signal attenua-
tion. Second, the expected transmission rates for 4G systems 
are considerably higher than for 3G systems. However, cov-
erage range of these transmission rates stays hardly the same 
as for legacy wireless technologies. It is well known that there 
is always a tradeoff between coverage range and transmission 
rate [1].  
Consequently, it is unlikely that the ambitious throughput and 
coverage requirements for 4G systems can be achieved with 
the conventional design of cellular radio systems. However, 
relay-enhanced networks introducing multi-hop capabilities to 
cellular systems together with advanced transmission tech-
niques and antenna technologies have the potential to fulfill 
the requirements of 4G systems [2]. In the context of this pa-
per, each Access Point (AP) establishes a conventional wire-
less access network (a cell) and operates at a certain fre-
quency band. Adding wireless Relay Stations (RSs) improves 
the conventional cell and forms a Relay-Enhanced Cell (REC) 
[2]. Only RSs are allowed to forward the data traffic. RSs 
within this work fully decode-and-forward (e.g. like wireless 
bridges or digital repeaters) the received information. In order 
to limit the device costs APs and RSs are equipped with one 
transmitter only. Thus, a REC represents a relay-enhanced 
network where all transmissions, i.e. between AP, RS and 
Mobile Stations (MSs) share the same frequency band.  

The focus of this article is not the evaluation of a certain 
communication system respectively technology but to derive 
an upper bound capacity and the spectrum efficiency of dif-
ferent cell topologies, thus allowing a fair and system inde-
pendent comparison between conventional cellular and ad-
vanced REC topologies. 
The article is organized as follows. First, an overview about 
the state of the art is given. The next section introduces the 
envisaged REC topologies for a multi-cellular arrangement. 
The third section contains an overview of the analytical sys-
tem model. Based on the system model, section four presents 
the upper bound capacity and the spectrum efficiency. Section 
five concludes our work and summarizes the results and ma-
jor findings. 

II. STATE OF THE ART 
The idea to improve cellular systems with relays has been 
presented already in 1985  [3]. However, due to the envisaged 
challenges for 4G systems, nowadays the interest in relay-
enhanced networks grows again. The authors of  [2] present a 
detailed overview about the potential and challenges of relay 
based networks. Our work applies similar REC topologies 
and continues their work to compare the potential of RECs 
with conventional cellular systems. 
Another growing research topic is the analytical capacity 
computing of wireless multi-hop networks. This research 
topic almost started with the seminal work from Gupta et al. 
 [4]. They present the upper bound capacity of wireless ad-hoc 
networks by computing the throughput obtainable by each 
node. The main results show that, under optimal placement of 
nodes within a disc area and optimal selection of transmission 
power and traffic pattern, the throughput per MS scales with 
1 n . Therefore, the authors concluded, that due to the van-
ishing throughput, efforts should be targeted to small net-
works. 
In  [5], Toumpis et al. present methods to compare the capac-
ity of various transmission strategies. Their analytical model 
considers interference from concurrent transmissions, similar 
to the physical model described in  [4]. Network States (NSs) 

are introduced as the key element and describe successful 
concurrent transmissions for a wireless network at a given 
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Fig. 1.: Conventional (a) and advanced REC cells 

 



The 18th Annual IEEE International Symposium on Personal, Indoor and Mobile Radio Communications (PIMRC'07) 

time. At different times, networks may operate using different 
NSs. The challenge is to find an optimal schedule of all NSs 
that minimizes the complete transmission time and thus the 
resource utilization in the wireless network. The upper bound 
capacity is reached by exhausting the available radio re-
sources with an optimum schedule of NSs. 
This article focuses on analyzing the upper bound capacity 
and the spectrum efficiency of multi-cellular RECs arrange-
ments, where all transmissions in a cell share the same fre-
quency band and apply the same transmission power. 

III. SCENARIOS AND DEPLOYMENT TOPOLOGIES  
The scenarios investigated within this article apply RECs in 
open space scenarios. The RECs consist of static RSs, allow-
ing to apply directed receive antennas at the RSs and the AP, 
which amplify the signal power by an antenna gain of 
11.8 dB. The REC topologies adopt two competing design 
goals, either maximizing the cell area or increasing the capac-
ity and spectrum efficiency covering the same cell area. 
The RECs extend conventional cell topologies, see Fig. 1. 
The first scenario, shown in Fig. 1(a) represents a conven-
tional Open Space (OS-STD) scenario design consisting of 
one AP, only. Fig. 1(b-c) depict the REC topologies based on 
OS-STD with three (OS-3) and six (OS-6) additional RSs. 
Regarding the two design goals we distinguish between RECs 
extending the cell area, OS-3A and OS-6A and RECs focusing 
on capacity maximization, namely OS-3C and OS-6C. Table 1 
lists the respective cell radii R and the covered cell areas for 
the different cell sizes. While Fig. 1 depicts the different cell 
topologies, Fig. 3 shows the applied multi-cellular arrange-
ments of equal cell topologies. Differently colored cells indi-
cate different frequency bands to be used within the cells. 

Fig. 3 (a) shows the conventional arrangement of OS-STD 
cells and (b, c) the multi-cellular arrangement of the RECs. 
The scenarios (a-c) are depicted applying three frequencies 
(N=3). All multi-cellular arrangements consist of one centre 
cell, which will be evaluated and the adjacent cells up to the 
first ring of co-channel cells, operating on the same fre-
quency. The intercell-interference generated from the co-
channel cells interferes the centre cell and significantly re-

duces the system ca-
pacity. Interference 
originating from co-
channel cells beyond 
the first ring has no 
significant impact 
compared to the cells 
of the first ring and is 
neglected. The cellu-
lar arrangement of the 

scenarios is equal unless all cells have the same size. The only 

difference is the covered cell area, see Table 1. 

The capacity of each multi-cellular arrangement is calculated 
by considering an increasing number of MSs. The MSs are 
spread randomly within the cell area. Different from the as-
sumption in  [4], we assume that each MS demands data traf-
fic that either comes from or goes to the AP. The traffic 
model divides the data traffic in 10% uplink (the MS sends 
information to the internet via the AP) and 90% downlink 
traffic.  

IV. SYSTEM MODEL 
The system model contains the physical layer (PHY), the 
Medium Access Control (MAC) and the network layer. In 
order to acquire the capacity, the amount of resources (trans-
mission time) consumed by transmitting a specific amount of 
information is determined. 
The first step comprises the scenario selection, the setup of 

MNs and selecting the 
applied number of fre-
quencies. The aim of the 
PHY model is to calcu-
late the Signal to Inter-
ference plus Noise Ratio 
(SINR) for a set of con-
current transmissions. 
The PHY model calcu-
lates the receive power 
considering the distance 
between transmitter Ni 

and receiver Nj (Eqn. (1) and Table 2).  
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Multi-cellular mesh networks have to cope with two major 
interference sources. Like conventional cellular systems the 
co-channel cells produce intercell-interference and in addition 
exploiting concurrent transmissions produces intracell-
interference. 
In Fig. 4 a certain number of MSs are randomly distributed in 
the evaluated center cell. The center cell is exposed to the 
intercell-interference from the co-channel cells and the back-
ground noise (N). Fig. 4 depicts exemplarily the intercell-
interference from the three upper co-channel cells. The ex-
perienced SINR at each receiver is calculated, as shown in 
Eqn. (2).  

 j,Rx

Intracell Intercell

P
SINR[i, j]

N I [i, j] I
=

+ +
 (2) 

Both kinds of interference have to be considered carefully 
when calculating the capacity. The intracell-interference is 

Scenario Cell Area ACell Radius R 
OS-STD 0.104 km2 200 m 

OS-3C 0.104 km2 115,46 m 
OS-6C 0.104 km2 100 m 
OS-3A 0.311 km2 200 m 
OS-6A 0.416 km2 200 m 

Table 1. Radius and resulting Cell Size 
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defined as follows. If U is a group of concurrent transmitters 
in a cell, the calculation of the intracell-interference experi-
enced by the receiver Nj is calculated by summing up the re-
ceived power PRx of all concurrent transmitters (3).  
 

 Intracell k,Rx
k U,k j

I [i, j] P
∈ ≠

= ∑  (3) 

 
The intercell-interference originating in the first ring of co-
channel cells corresponds to the sum of all concurrent trans-
missions in all considered co-channel cells. Let Z  be the 
group of interfering co-channel cells and zU  denotes the 
group of concurrent transmissions in the co-channel cell 
z Z∈ . Hence, the experienced intercell-interference can be 
calculated with (4): 
 

 
z

z z

Intercell u ,Rx
z Z u U

I P
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The system model addresses the different interference sources 
in two steps. At first, the connectivity graph is established 
considering the noise and the average intercell-interference, 
only. The transmission conditions between all stations are 
evaluated and the set of potential links creates the connec-
tivity graph.  
 
During the second step all possible varieties of concurrent 
transmissions are identified, which are not exceeding the ac-
ceptable interference level at all involved receivers. 
For a successful packet transmission from Node Ni to Nj, a set 
of four conditions has to be fulfilled. Two of them hold for 
any configuration of the PHY: 

1. Ni must transmit only to node Nj, i.e. it cannot trans-
mit to another node or receive at the same time. 

2. Nj must receive only from node Ni, i.e. it cannot re-
ceive from another node or transmit at the same 
time. 

 
The power and the SINR condition depend on thresholds spe-
cific for each MCS: 

3. The received signal power Pi,Rx must exceed a 
threshold ThresP (MCS). 

4. The SINRi,j during the transmission must be above a 
threshold ThresSINR (MCS).  

 
Frequency (f) 
Transmit Power (PTx) 
Background Noise (N) 
Antenna Gain ( Rg ) 
Attenuation factor γ  

 5.5 GHz 
30 dBm 
-95 dBm 
 11.8 dB 
 2,4 

Table 2: Physical Parameters of the PHY  
 
The model applies the Modulation- and Coding Schemes 
(MCS) known from the air interfaces of HiperLAN/2 and 
IEEE 802.11a  [8]. Both the SINR and the power threshold 
depend on the MCS selected by the transmitter. We assume 

the transmitter is able to determine the MCS with the highest 
transmission rate out of the possible schemes aiming at a 
packet error rate (PER) below 10%. In case connections suf-
fer from high interference resulting in the lowest transmission 
rate and a PER above 10%, the considered transmission rate 
is reduced by the erroneous transmissions.  
Applying the conditions discussed above allows for establish-
ing the connectivity graph, see Fig. 2. The connectivity graph 
is the basis for the multi-hop paths and the corresponding 
SINR values are used to preselect a MCS for each connection. 
The cost of each path is measured in total transmission time. 
Based on the Floyd-Warshall-Algorithm the cheapest paths 
are calculated utilizing the inverse transmission rate of a link 
as respective transmission cost. The established paths form a 
tree structure selecting the active connections, see Fig. 2.  
To calculate the maximum achievable throughput of the wire-
less network, an idealized MAC without any protocol over-
head is assumed: Each node is omniscient and able to sched-
ule its transmission time instantly such that no collision oc-
curs. The idealized MAC is able to make use of spatial reuse 

in the REC in a way that concurrent transmissions are possi-
ble if the PHY conditions are met. The goal of the idealized 
MAC is to find the optimal schedule among all possible se-
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quences of (concurrent) transmissions that minimizes the oc-
cupied resources, i.e. the time needed to fulfill all transmis-
sion requests. The schedule defines who transmits (concur-
rently) and how long. Hence, the scheduler needs to know 
which transmissions can be scheduled concurrently, and what 
is the impact of the intracell-interference. This leads to the 
resulting transmission rates of each connection. This knowl-
edge is gained by establishing a set NS, which contains all 
feasible combination of concurrent transmissions nsi, called 
network state (NS)  [7]. Fig. 5, exemplifies the approach. All 
active connections are checked, whether they can operate 
concurrently. The upper half of Fig. 5 shows few examples of 
NSs, showing all connections, but highlighting the concurrent 
connections.  
The exhaustive generation of all feasible NSs, starts with the 
formulation of all NSs consisting of one transmission only. In 
the next step, the already existing NSs are examined whether 
a further concurrent transmission can be added. In this case, a 
new NS is created and inserted into NS. This step is repeated 
until no new NS can be generated with a concurrent transmis-
sion. The set NS is completed. Since the number of feasible 
NSs rises exponentially with the number of nodes  [6], we 
apply the heuristics introduced in  [7] to restrict the number of 
NSs without lowering the solution quality. 
 
The scheduler divides the time into periodic schedule inter-
vals of 1s length in which the same schedule applies. A 
schedule is defined as a list ([NS1,d1], [NS2,d2],…,[NSS,dS]) 
of network states and respective application durations di. The 
second challenge is to find the optimum combination and 
application duration of NSs, creating an optimal schedule. A 
schedule is optimal if no other shorter schedule exists that 
fulfills all traffic requirements, as defined in matrix T. This 
optimization task is performed solving the Linear Program-
ming (LP) instance (5) realized with the help of a commer-
cially available optimization toolbox  [9]. 
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The resulting vector d=(d1,...., dS) assigns the exactly needed 
durations to all NSs and determines the duration of the opti-
mal schedule.  

 

V. ANALYTICAL RESULTS 
The previous section explained the investigated scenarios and 
their multi-cellular arrangement. This section presents first 
the upper bound capacity of all scenarios and frequencies. As 
discussed earlier, either the cell area is kept equal or the cell 
area is enlarged. Besides the already mentioned three fre-
quencies shown in Fig. 3, we also present results for larger 
cell arrangements with seven and twelve frequencies (N=7, 
N=12). More cells operating on different frequencies increase 
the distance between co-channel cells and thus, decrease the 
influence of the intercell-interference.  
The upper bound capacity describes the maximum user data 
that can be transported on average, with a given number of 
MSs in the scenario, normalized to the maximum transmis-
sion rate [13].  
The duration of an optimal schedule for a trial and a certain 
traffic pattern T, defines the normalized upper bound capacity 
(CAP) at 100% resource utilization. Following a Monte-Carlo 
approach, the positions of the MSs are varied and the upper 
bound capacity for each trial is calculated separately until the 
normalized upper bound capacity and spectrum efficiency for 
each topology are statistically firm.  
 
Fig. 6 shows three sub-graphs, each represents a different 
number of frequencies. The left sub-graph, presents the ca-
pacity with three, the mid graph with seven and the right 
graph with twelve frequencies. As it can be seen, the exploit-
able capacity of an AP, for OS-3A and OS-3C is similar. The 
topologies with smaller cells achieve a higher capacity. With 
three frequencies the differences between the design goals 
‘larger cells’ and ‘higher capacity’ is small but with increas-
ing number of frequencies the differences grow.  
 
At first the similar capacity results seems to be surprisingly, 
but one has to take into account that smaller cells profit from 
shorter connection distances but at the same time suffer from 
closer co-channel cells. Whereas, larger cells profit from the 
enlarged distance to the co-channel cell but at the same time 
the connection distances increases as well. If the number of 
frequencies grows the benefits of shorter connections become 
more significant as the distance to the co-channel cells. 
Therefore, the capacity gain of OS-6C compared to OS-6A  
with twelve frequencies is almost 3%.  

OS-STD

OS-6A
OS-6C

OS-3A
OS-3C

N12
0 10 20 30 40 50 60

0

10

20

30

40

50

Mobile Stations

N3N
or

m
al

iz
ed

C
el

lC
ap

ac
ity

[%
]

N7
10 20 30 40 50 60

Mobile Stations
10 20 30 40 50 60

Mobile Stations

OS-STDOS-STD

OS-6AOS-6A
OS-6COS-6C

OS-3A
OS-3C

OS-3A
OS-3COS-3C

N12N12
0 10 20 30 40 50 60

0

10

20

30

40

50

Mobile Stations

N3N
or

m
al

iz
ed

C
el

lC
ap

ac
ity

[%
]

N7N7
10 20 30 40 50 60

Mobile Stations
10 20 30 40 50 60

Mobile Stations  
Fig. 6. Upper Bound Capacity of the cellular-based OS arrangement



The 18th Annual IEEE International Symposium on Personal, Indoor and Mobile Radio Communications (PIMRC'07) 

 

S
p
ec

tr
u
m

E
ff
. 

η

0 10 20 30 40 50 60
0

0.5

1

1.5

2

2.5

Mobile Stations

N3

N12N7

10 20 30 40 50 60
Mobile Stations

10 20 30 40 50 60
Mobile Stations

OS-STD

OS-6A

OS-6C

OS-3A

OS-3C

S
p
ec

tr
u
m

E
ff
. 

η

0 10 20 30 40 50 60
0

0.5

1

1.5

2

2.5

Mobile Stations

N3

N12N12N7N7

10 20 30 40 50 60
Mobile Stations

10 20 30 40 50 60
Mobile Stations

OS-STD

OS-6A

OS-6C

OS-3A

OS-3C

OS-STDOS-STD

OS-6AOS-6A

OS-6COS-6C

OS-3A

OS-3C

OS-3A

OS-3COS-3C

 
Fig. 7. Maximum Spectrum Efficiency of cellular-based OS arrangements 

 
The conventional cell arrangement OS-STD reaches a capac-
ity of 13% with three, 23% with seven, and 35% with twelve 
frequencies. The REC topologies OS-3 and OS-6 show al-
ways a higher capacity. The capacity gain with RECs is be-
tween 10-20% and is almost independent from the amount of 
MSs per cell.  
All topologies suffer from strong intercell-interference, but 
REC topologies are less vulnerable. This results in a higher 
exploitable capacity. Consequently, REC topologies, utilizing 
advanced antenna techniques and concurrent transmissions, 
improve the system capacity, which is a mandatory precondi-
tion for 4G systems. 
 
The spectrum efficiency η  measures the amount of user data 
traffic that can be transmitted over a given spectrum within a 
certain cell area, see (6).  
 

 2
f Cell

MbCAP s
N B A MHz km

⎡ ⎤
⎢ ⎥η = ⎢ ⎥⋅ ⋅ ⋅⎢ ⎥⎣ ⎦

 (6) 

 
With Bf = 20 MHz bandwidth per frequency, N the number of 
frequencies, and ACell represents the cell area. Fig. 7 presents 
the system capacity with respect to the needed bandwidth and 
the covered cell area. This measure shows clearly the benefits 
of different REC topologies. The highest spectrum efficiency 
can be observed for OS-6C and OS-3C applying three frequen-
cies. The spectrum efficiency of OS-6C with three frequencies 
doubles the efficiency of OS-STD. Although the capacity is 
lower with three frequencies, the spectrum efficiency is 
higher, since the system wide allocated bandwidth is smaller. 
Investing more frequencies increase the capacity but the gain 
is not commensurate with the increased spectrum.  
REC topologies focusing on larger cell areas show lower 
spectrum efficiency than the conventional deployment. This 
was expected, since spreading the capacity over a larger cell 
area means less capacity per square meter. However, extend-
ing the cell area with RS is a reasonable approach to cover 
large areas with a low number of customers, e.g. at the system 
rollout. 

VI. CONCLUSION 
Nowadays, a shift away from the conventional cellular-based 
deployment concept is observed: In relay-enhanced networks, 
dedicated relay stations introduce a new dimension of flexi-

bility, which increases the system performance towards the 
demands of fourth-generation mobile broadband users. The 
expected transmission rates of fourth-generation communica-
tion systems are considerably higher than for third-generation 
systems. Therefore, it is unlikely that the traditional design of 
cellular radio systems can achieve the ambitious throughput 
and coverage requirements for fourth-generation systems. We 
propose to extend conventional multi-cellular systems by ap-
plying multi-hop topologies to each cell.  
An analytical system model allowing the evaluation of the 
upper bound capacity and the spectrum efficiency of wireless 
networks has been developed and is applied to compare RECs 
with conventional cellular systems. 
The presented results show significant capacity gains and 
increases in spectrum efficiency achievable with the deploy-
ment of multi-cellular REC topologies. Thus, REC topologies 
offer an attractive solution to accomplish the requirements of 
the fourth-generation mobile broadband communication sys-
tems. 
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