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Abstract The Ad-hoc Wireless ATM Multihop
(AWAM) network described in this paper is
decentrally organized and can be rapidly deployed.
To support areal time variable bit rate (VBR) service
with stringent QoS requirements, together with a delay
insensitive available bit rate (ABR) service, protocols
and algorithms for adaptive medium access control,
logic link control and call admission control have been
developed. The complementary packet delay distribu-
tion function under various loads has been analyzed
through the computer simulation based on a formal
protocol specification in SDL.

|. INTRODUCTION

Ad-hoc networking, which is slf-organized and could be
rapidly deployed, is atopic of growing interest in wireless
communication areas [1]-[4]. In most cases, it is infeasi-
ble, if not impossble, to implement a central control in an
ad-hoc networking environment, so we have no centra
control suppat in the AWAM network. This is worth
emphasizing becaise most of the reseach in Wireless
ATM (W-ATM) so far isbased on a central control.
Another element of the AWAM network which we should
mention is multihop communications. W-ATM systems
[5][6] will use 5 GHz or higher frequencies which have a
very limited ability to penetrate obstructers and exhibit a
severe amospheric atenuation. So we have anetworking
environment in which the maximum communication
distance between any two stations would be lessthan 500
meters, and the cmmunicaion zone would be strongy
deformed by shadowing. As guch, we may not be le to
place d wireless sations (WSs) within range of eadh
other. Thus, multihop communicaions (with typicdly a
few hops only) must be mnsidered by providing the relay
function for WSs. The limited transmisson path length
gives the benefit of battery power conservation, less
interference to other transmissons and spatial reuse of
scarce radio resources, resulting in a reduction of the
channel spedrum required. On the other hand, however, it
is much more difficult to suppat a QoS guarantee in
multihop environments with the hidden station problem
than in single-hop fully conneded systems.

Another challenging problem we face in the AWAM
network is the statistica multi plexing of bursty traffic with
diverse QoS requirements in a fully distributed manner.
Based on the observation that ATM might be ubiquitousin
wired networks, it would be very advantageous that W-
ATM systems could be transparently integrated with
standard ATM networks. Therefore, W-ATM systems
should suppat the same traffic as that of wired ATM
networks. Statisticd multi plexing can be redized in wired
ATM networks by bandwidth managing at ATM switches
[7]. In the AWAM network, however, traffic sources are
distributed in WSs which are not coordinated by a central
control. As such, adaptive protocols and algorithms must
be developed to redize statisticad multi plexing and to use
the radio resources efficiently.

1. SYSTEM ARCHITECTURE AND PROTOCOL STACK

The proposed network, shown in Fig. 1, consists of port-
able or movable WSs, such as laptops, hot moved during
communications. So we can cdl them semi-mobil e stations
[8]. WSs may be &le to communicae with ead other
diredly or due to limited communicaion distance may
neal to be relayed to read their destinations. They can
also be integrated transparently into awired ATM network
throughan accesspaint (AP).
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Fig. 1. AWAM network system architecure

The AWAM network protocol stadk is down in Fig. 2.
We have used standard ATM protocols and interfaces as
much as possble to reduce the network developing cost
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and to enlarge the gplication range of such a network. Of
course, an additional protocol stadk which is gedfic to
the AWAM network, including a network layer (NL), a
data link layer consisting of a medium access control
(MAC) sublayer and alogicd link control (LLC) sublayer,
and awirelessphysicd layer (W-PHY) is dill necessary to
conned the wirelessterminal adapters (WA) and the AP.
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Fig. 2. AWAM network protocol stadk
The key component of the AWAM network protocol stadk
isthe MAC protocol. It has to avercome the hidden station
problems. It must redize statisticd multiplexing of bursty
traffic in the radio link. It must be @le to reserve
sufficient bandwidth for red time (rt) traffic & short time.
Because of unreliable radio transmisdon, an automatic
repea request (ARQ) protocol is necessry in the LLC
sublayer.
The NL performs routing and network management
functions, such as maintaining connedivity and routing
information. It performs also cdl admisgon control and
user parameter control to guarantee the QoS of the
establi shed virtual connedions.
Signal flows of signaing data and user data ae dso
depicted in Fig. 2. The NL of WA in the WS supparts
transparent transport of standard ATM cdls. If two WSs
communicate with ead other, the WA performs the
network side UNI signaling. If a WS accesses to a wired
ATM network, seamlessinterworking between an AWAM
network and awired ATM network is achieved.

I11.ADAPTIVE MEDIUM ACCESS CONTROL
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Fig. 3. Channel accessframe
The transmisgon time scde in the MAC layer is organized
in frames, eat containing a fixed number of time dots,
seeFig. 3. All WSs of the network are synchronized on a
frame and dot basis, which can be redized by using a
synchronizaion scheme [4]. To use dannel resources
more flexibly for heterogeneous applicaions, sots might
be divided further to suppat several logicd channels

(LCH) [3]. To simplify the description, we use one dot
every frame for a LCH in this paper. The first dot of the
frame is used as an access channel (ACH), in which a
number of binary energy signals and a signaling padket (s-
pkt) can be transmitted. The other slots are used as traffic
channels (TCH), ead able to cary one data packet. A
TCH can be dso dynamicdly defined as an ACH
dependent on the aurrent traffic load on the ACH. A data
padket consists of one standard ATM cdl and a padket
overhead containing information spedfic to the AWAM
network, such as padket identifier, sequence number, time
information, etc.. A WS might be the source arelay or the
sink of aburst.

A. Dynamic Channel Reservation

When it has channel reservation requests from the LLC
layer, the MAC layer of eg. S, see Fig. 1, sdleds the
access request with the minimum access deadline and
contends for transmitting an access (acc) s-pkt via the
ACH using the distributed accesspriority, see Sedion Il -
C. The acc s-pkt contains a set of free LCHs which could
be used in the view of S;. There is dways a free LCH
avail able for rt-VBR service & long as the system is not
overloaded, see Sedion Il -E and V. In the event that S;
did send the acc s-packet, and the addressd station, e.g.
S, could succesdully receve this acc s-pkt and could find
at least one of the channels proposed by S, to be freein
the view of S,, it responds to S; with an adnowledgment
(ack) s-pkt via the seleded LCH. After this procedure, a
LCH to be used is reserved between S, and S,. All other
WSsin the transmit range of S; and S, will mark this LCH
as reserved, so that the hidden station problem is eliminat-
ed. At the end of itsinformation burst (cdled atrainin [3]
and a block in [9]), S; stops transmitting in its reserved
channel. This dimulates S, to send a release (rel) s-pkt on
the reserved LCH to indicate this LCH available again.
WSsin the range of S; and S, which either receve the rel
s-pkt or deted the end of transmisson of S; will also mark
this LCH free again. This protocol is closely related to R-
ALOHA [10] and PRMA [11]. It differs from R-ALOHA
and PRMA by its ability to operate in multihop environ-
ments and in a fully distributed manner. It can be viewed
as a mmbination of the IEEE 80211 MAC protocol [2]
and PRMA. Detail s of this protocol can be found in[3].

B. Reservation Conflict Resolution and Channel
Handover

If one or more LCHs in the set of proposed channelsin the
acc s-pkt of S, are drealy reserved by another station in
the transmit range of S, say S, see Fig. 1, for rt-VBR
traffic, S will send a @nflict resolution s-pkt via the
ACH. Such a cae can happen if S; did not receve ack s
pkt of S; before. For example, if S; sent its ack s-pkt when
S, was transmitting, S; was interfered and could not
recave any padket. After recaving the oonflict resolution
s-pkt, S; will not transmit in the anflict channel even if S,
has €leded it. If S, did seled the wonflict channel, S; has
to repea the dhannel reservation procedure described in
Sedion IIl-A.

Channel handover is necessary when S; sends padkets in
the conflict channel later. This may happen if: (1) S; is not




able to recave the wnflict resolution s-pkt of S;; (2) S
does not send conflict resolution s-pkt as it is recaving
ABR traffic in the conflict channel; (3) S; does not recave
the acc spkt of S;. Thus, S will be interfered in the
reserved LCH and can no longer recave ay padet in this
LCH (if padket capture is negleded). At this time, S; will
send a handover request s-pkt with a set of free dannels,
which could be used in the view of S;, viathe ACH to the
former partner station, e.g. S. If it could successully
recave this handover request s-pkt and could find one of
the dhannels proposed by S;, which is aso freein the view
of it, S responds to S; on the seleded LCH with a
handover ack s-pkt. After recaving this s-pkt, S; sends a
handover confirm s-pkt on the same LCH in order that
WSs in the transmit range of S; can mark the LCH as
reserved. After that, S will resume sending information
padkets in the new LCH and the handover procedure is
completed. Channel handover might be dso necessary due
to degrading channel quality.

C. Distributed Access Priority

As described above, the AWAM network must suppart a
rt-VBR service We defined the QoS of the rt-VBR
servicein terms of a maximum tolerable padket delay D
and a padket dropping probability Pyqp. Padkets with delay
excealing Dy are uselessand will be dropped inthe LLC
layer. Thus, a rt-VBR information burst requires prompt
padket delivery. Among VBR bursts, ead might have a
different access dealline. To give the most urgent
information burst a higher priority, we use the distributed
accesspriority algorithm spedfied as foll ows:
if (Dae =NOW()) <Tjimjr and Bype isVBR
then P = P,

acc

1

2

3 eseif (Dye —Now()) >Timic and By isVBR
4 then P, = Rand(Pagr +1 Prax)

5 ese Py, = Rand(0, Pyggr)

where now() returns the aurrent time; D, is the accss
dedline scheduled in LLC; T IS an access time limit;
Biype IS the service type of the information burst; Py is the
access priority cdculated by this agorithm; P, is the
maximum access priority with the greaest priority value;
Pagr is the maximum access priority for ABR service
Rand(x,y) is a discrete uniform distribution function which
returns random integer value between x and y; Tyimit, Pagr
and P, are design variables. We have used Tjim; = 100
[T40tls Prmax = 15, Pagr = 3 in this paper.

The distributed access priority is redized by using a
combination of several binary energy signals, a procedure
similar to EY-NPMA [1]. For example, if it contends for
ACH with maximum priority 15, a WS sends four binary
energy signals (1111 before transmitting acc s-pkt.

D. Adaptive Back-off

In spite of using the distributed accesspriority, a wllision
may still happen if: (1) two WSs use the same priority; (2)
contending WSs are hidden to ead other, suchas S;, S in
Fig. 1. To avoid repeaed collisions, we use an adaptive
badk-off agorithm spedfied below:

1 if (Daec —nOW()) <Tjimjr and By isVBR

then Tb = Rand (O, Tbl)
elseif (D —NOW()) >Tjimir ad By is VBR
then T, = Rand(Ty; +1, Tpyer)
else T, = Rand(Tyyer + 1 Thmax)
where T, is the badk-off time cdculated by this agorithm;
Thy is the upper bound badk-off time of the most urgent
access request; Tpyer IS the maximum badk-off time of
VBR service Tyma iS the maximum badk-off time. We
have used Ty = 2 [Tiramd, Tover = 4 [ Trrame] @ Tpmex =7
[ Tirame] 1N this paper.
E. Adaptivelnterruption of ABR Transmission

ABR traffic will be multiplexed with VBR Traffic in the
air interface To use bandwidth efficiently, ABR service
will use bandwidth resources which are temporarily not
used by VBR service As WSs reserve LCHs in an unco-
ordinated manner, an algorithm is nealed to ensure that a
VBR burst can always find a free LCH when it arrives in
the WS. Otherwise, this VBR burst may encounter
excessve accsesdelay and be dropped in the LLC layer.
Therefore, it is necessary to interrupt ABR transmissons
adaptively acaording to the dgorithm spedfied as foll ows:
1 if Nfree < NIimit and NABR > Nmin

2 and if there ae one or more LCHs

3 reserved for ABR serviceby thisWS

4 then releasseoneLCH by thisWS

where Ny is the number of free LCHs en by a WS at
the beginning of ead frame when this agorithm is
exeauted; The Algorithm needs to be exeauted by all WSs
which have one or more ABR VCs. Njiyit iS the number of
free LCHs which should be available for coming VBR
bursts; Npgr is the number of LCHs reserved for ABR
service Ny, 1S the minimum number of channels all ocated
for ABR service Njimi: and Ny, are design variables. We
have used Njimit = 2 and N, = 2.

The interrupted ABR transmisgon is resumed according to
the channel reservation procedure described in Sedion 111 -
A, when Niee> N again.

a b~ N

I V.ACCESS DEADLINE AND LOGICAL LINK CONTROL

In Sedion Ill, accessdealline D, is used by the distri-
buted priority algorithm and adaptive badk-off algorithm.
This parameter is caculated in the LL C layer as foll ows:
For VBR service:

Dacc =(Dmax = Lp * N)/ Ny + (N =) *yp * 1)
(Dmax = Lp * N)/ Ny, + now()

(in source WS)

Dacec = (Dpkt = now() - Ly * N)/ Np +now() 2

(inrelay WS)

For ABR service

Dacc = Dinex /N +now() ©)

(bath in source WS and relay WS)

where D, is the accesdeadline (nominated in Tyq); Dpk
is the padket dealline; D, is maximum tolerable delay of
VBR service Ly, isthe burst length (number of padets); N
is the number of dots ead frame; N, is the number of the
remaining hops, now() is current time nominated in Tyq. W



is a value between 0 and 1, which is a design variable.
DZ= is maximum access delay for ABR service As we
asume that ABR service is delay insensitive, we use
DX asa loose delay bound for ABR service

If the MAC layer cen not reserve aL.CH for a burst before
D.c., the entire burst will be dropped. Thisis based on the
consideration that it is uselessto deliver part of the burst
which would be discarded in the destination. Such a
consideration that QoS should be provided to bursts other
than padkets can also be found in [12][ 7]. We do use burst
length in eg. (1) and (2). This sould not be aproblem for
video applicaion becaise eren with live video capture,
the burst length is known as on as the video source has
encoded apicture[12].

As WSs suppat multimedia traffic and have relay func-
tions, it is passble that more than one virtual connedion
(VC) exists at the same logicd link between two WSs. In
this case, statisticd multiplexing of ABR service and VBR
service ca be redized more dficiently by using a
scheduler in eathh LLC entity instance «isting for
communications with a neighbor WS, seeFig. 4. If aVBR
burst arrives when ABR traffic is being sent, the ABR
transmisson is interrupted and the VBR burst will be sent
immediately. The transmisson of ABR burst will resume
at the end of the VBR burst. If an ABR burst arrives and
there dready exists a reserved LCH, the LLC entity
instance will not request more LCH unless the queue
length of the ABR traffic has excealed a predefined
bound.

WSk LLC Entity WS LLC Entity

LLC Entity Instance for WS LLC Entity Instance for Wg

Ve, Ve

Fig. 4. Scheduler in LL C entity instance

Each transmit queue has a badk-up queue, which is used
by the ARQ protocol. The padkets transmitted will remain
in the badk-up queue urtil the next burst is transmitted.
Based on the same mnsideration that QoS should be
provided to hursts other than padkets, a burst-based ARQ
protocol has been developed for the AWAM network. For
ABR service, delay is of lessinterest than padket lossrate.
In most cases, the padket lossrate of ABR service should
equal zero as the whole data burst might be destroyed if
one of its padkets is lost. Therefore, the LLC layer per-
forms a burst-based seledive-repea (SR) ARQ protocol
for ABR service acording to the ACK or NAK recéved
a the end o the burst. If it does not recéve a
adknowledgment at the end of the burst, the sender will
pall the recaver. Such a procedure will be repeaed urtil
the whole burst is recdved corredly. In contrast to ABR

service, delay is criticd for rt-VBR service So the
retransmisgon request will be sent via the ACH by the
recaver using the highest priority as ©on as it deteds an
error in the burst. If the retransmisson is not successul,
the ARQ procedure will not be repeded. If it does not
recave ayy retransmisson request, the sender will assume
that the burst has been recaved corredly. The ARQ
protocol for the rt-VBR service ca be regarded as an as-
soon-as-posshle ARQ protocol.

V. CALL ADMISSION CONTROL

A cdl admisgon control (CAC) function must be gplied
to avoid network congestion and to suppat rt-traffic in
padket switched networks. Many kinds of CAC algorithms
have been studied for fixed ATM networks and centrally
organized W-ATM systems. However, such kinds of CAC
algorithms could not be gplied in the AWAM network, as
bandwidth resources of the AWAM network are shared in
fully uncoordinated manner. To overcome this problem,
we have developed a novel CAC algorithm which is
implemented distributedly in eady WS in the AWAM
network.

For rt-VBR service the total bandwidth alocated is
divided into C LCHs. The source, relay, and destination
WSsaswell as al other WSs which are in the transmit or
recave range of these threekinds of WSs allocate n LCHs
toaVBR VC in the locd bandwidth management table if
they observe arequested cdl (n is acording to the pe&k
rate of this virtual connedion and accessdelay needed in
MAC layer to contend for these LCHs). The bandwidth
resources which are temporarily not used by VBR virtual
connedions will be multiplexed by ABR service We
spedfy the CAC agorithm as foll owing:;

VBR CAC(Cygr A peak )

1 let nmed

2 (n=Dc<a(Apeak +V* Apeak * Njp) <=nc
3 if  (Ggr—-n)>0

4 then accet the cdl

5 Ceri=Cer —N

6 else rged the cdl

o =1 for source/destination WS and o = 2 for relay WS.
procedure update( C g )

1 Cer:=Cpr —N
(exeauted eadh time when a VBR cdl is acceted by a
neighbor WS)

where Cygr is the number of available LCHs for VBR
service and is initialized to C, the maximum number of
LCHs allocated for VBR service c is the bandwidth of
one LCH; n (=1) is the number of LCHs needed by this
cdl; Ageak isthe peek rate of a VBR VC; N, is the number
of hops of the mnnedion. y is a design variable, which
refleds the necessary access delay in the MAC layer. In
our reseach, we find that y = 0.16 is appropriate.

For ABR service the amisson control is based on the
total sum of required minimum rates of al the virtual
connedions which are in the recaving and transmisson
range of this WS. The ABR minimum rate is the
bandwidth which must be dways avail able for an admitted



ABR connedion [13]. As no flow control mechanism is
considered in the paper, we have used the mean rate of the
ABR serviceinsteal of the minimum rate.

VI.COMPUTER SIMULATION

As discussd in the previous dions, there ae different
design variables that must be considered in the AWAM
network. For the purpose of performance evaluation of
the protocols and algorithms, a simulation tool, shown in
Fig. 5, has been developed. The protocol stac is formally
spedfied in the Spedficaion and Description Languege
(SDL). With the C++ code generator SDL2SPEETCL
[14], the protocol stadk can be embedded in the C++ SDL
simulation environment. By adopting read-in files, the
simulation tool can evaluate the performance of any kind
of network topdogy, traffic charaderistic, and VC confi-
guration of the AWAM network without the need to
recompil e the software.
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SDL Environment
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v SDL System
\
ws NC
SDL System LLC
W
S . NL MAC
SDL System LLC W-PHY
NL MAC
LLC W-PHY
MAC
W-PHY

WS: wireless station SAP: service access point
Fig. 5. AWAM network simulation model

The simulation tod has been used to evaluate protocols
and agorithms proposed in previous dions. The
network under study consists of 20 WSs. For the
simplicity of description, these WSs are regularly placed
in a square, with 1M meter distance between any two
neighbor WSs, Fig. 6. We assume that the transmit range

R as well asrecave range Ry is VB M meter. Although
the cature may improve the system performance no
capture is considered in this paper. So any colli ded padket
will be destroyed. Except for colli sions, error freetransmi-
ssonisasumed.
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Fig. 6. Simulation scenario
In this reseach, we use aframe length N =16 [144], and
adot length to carry one padket of 794 = 20 us, which can
be adieved with a channel rate 34 Mb/s [6].

Traffic sources are adivated in the initi alizaion phase and
remain adive during the rest of simulation time. A WS
randomly seleds a destination WS as a traffic sink. If the
destination WS is not a neighbor WS, the end-to-end VC
must be relayed by one or more WSs which are seleded
acording to the minimum hop routing algorithm.

The burst length of rt-VBR traffic is modeled by an
autoregressve Markovian process|[15] with a mean burst
length of 35 padkets and a maximum burst lengths of 70
padkets, yielding a burstinessfador of 2. The VBR traffic
source produces 30 kursts per second (simulating a video
codec which produces 30 dctures per second). The VBR
service has two QoS requirements. maximum delay
Diax=1500 [T4¢] (30ms) and padket dropping probability
Parop < 1%. The burst length of the ABR traffic is 60
padkets. The inter arrival time of ABR bursts is negétive
exponentialy distributed, with a mean value 3000 [ 7y44]
(60ms). Although ABR service is delay insensitive, we

have used a maximum accessdelay D% =15000 [Tyql

in order to evaluate the performance of the ABR service
If it encounters an acces delay excealing
[15000/ Ny, [ Tgot» @n ABR burst will be dropped.

Table | provides one result of our experiments with the
throughput of 69.1%, defined as the number of al
succesqully transmitted user data padkets divided by the
number of simulated sots. Here we can seethat there ae
in total 24 end-to-end VCs at the same time. The number
of recaved VBR padkets are 0.009% less than that
transmitted because the a-soon-as-posshble ARQ protocol
described in Sedion IV can not ensure that every
retransmisgon is suiccesful. The VBR padket dropping
probability is Pgq,=0.6%<1%. The mean delay of VBR
padkets is about 8 ms. Contrarily, the number of receved
ABR padkets is the same a5 that transmitted because of the
burst-based SR ARQ protocol. Only 0.02% ABR padkets
are dropped. The mean delay of the ABR padkets is about
21ms.

TABLE | SMULATION RESULT

VBR service | ABR service
padkets transmitted 932044 792346
padkets recaved 931995 792346
padkets dropped 5603 175
mean delay 402[Tgq ] 1047 [Ty ]
conflict resolution 704
channel handover 517
adaptive interruption 8067
virtual connedions 12 12
mean hops 15 133
simulation time 2.496x10°[14q ]

Fig. 7 shows the cmplementary distribution function
(CDF) of VBR and ABR padket end-to-end delay with the
throughput of 69.1%. Here we see that delay of rt-VBR
padkets is grongly controlled and mees the QoS require-
ment.

Fig. 8 and Fig. 9 display the CDF of the VBR and ABR
padket end-to-end delay under different network through



puts of 55.9%, 69.1% and 785%. Here we can seethat the
network load has lesseffed on the delay of VBR padets
than on that of ABR padkets. With a throughput of 55.9%,
the network is low-loaded. At this load no padket is
dropped. With the throughput of 785%, however, the
network is overloaded and Py>> 1%. It is interesting
that the network is dill stable under overload condition
athough QoS requirements can no longer be met.
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Fig. 7. CDF of VBR and ABR padket delay with the
throughput of 69.1%. 2000[ Ty = 40 ms.
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Fig. 9. CDF of ABR packet delay under throughputs
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V11.CONCLUSIONS

In this paper, we have proven that rt-VBR traffic with
stringent QoS requirements can be supparted in a fully
decatrally organized W-ATM multihop network by
developing the necessary protocols and algorithms. This
result isimportant not only for ad-hoc networking but also
for other W-ATM systems. As W-ATM systems will use
5 to 6 GHz unlicensed frequency spedrum having very
unpredictable propagation charaderistics, frequency
planning will be very difficult in such systems  that a
central control might be difficult to implement. Further-

more, thanks to the spatial frequency reuse and dynamic
channel alocaion, there is sme inherent property of
frequency economy in the fully self-organizing wireless
network. Therefore, the distributed, self-organized net-
working approach appeas to be promising for future
broadband W-ATM systems.
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