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KURZFASSUNG

Zellulare digitale Breitband-Mobilfunksysteme der 4. Genera-
tion laut Standard 3rd Generation Partnership Project (3GPP)
Long Term Evolution- Advanced (LTE-A) wurden in Release
10 durch ein neues Netzelement ergänzt: ortsfeste in Schicht
2 des ISO/OSI1 Modells übertragende Relaisknoten (RNs).
RNs werden seit ihrer Erfindung bei ComNets (1999) welt-
weit beforscht. Sie verbessern die Funkversorgung von Mo-
bilstationen (MSs) in Mobilfunkzellen und erhöhen unter
geeigneten Umständen die Zellkapazität und die Spektrum
Effizienz. Bisherige Ergebnisse zur Charakterisierung der Mit-
telwerte von Leistungsparametern von RN-verstärkten Zellen
stammen von Untersuchungen mit ereignisgesteuerter stochas-
tischer Systemsimulation. Obwohl diese Werkzeuge von Mo-
bilfunkausrüstern und Netzbetreibern die Systeme sehr de-
tailliert repräsentieren, zeigen bekannte Ergebnisse von 12
Firmen zur Leistungsfähigkeit von RN sehr unterschiedliche
Resultate. Die Simulationsmodelle sind offenbar bzgl. Qual-
ität und gemachter Annahmen nicht vergleichbar. Es fehlt ein
transparentes mathematisches Verfahren, um wichtige Leis-
tungsparameter von RN-verstärkten LTE-A Systemen zu er-
mitteln.

Diese Arbeit stellt sich dieser Aufgabe und löst sie sehr
überzeugend. In einem ersten wichtigen Beitrag erstellt die
Arbeit - unter Nutzung aller von ITU-R2 für die Bewertung
des LTE-A Systems für ein Stadtszenario (UMa) bereitgestell-
ten Parameter und Funkausbreitungsmodelle - ein mathem-
atisches Modell. Es berechnet für kleine 5 × 5 m Flächenele-

1Open Systems Interconnection Modell der Internationalen Standardisation
Organisation

2International Telecommunication Union - Radio Sektor
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mente eines vielzelligen Mobilfunknetz-Modells für die Ab-
wärtsstrecke (DL), abhängig vom Ort der MS, die Verteilun-
gen von Nutz-zu-Störsignalabstand (SINR), Fehlerrate, Durch-
satz und Spektrum Effizienz. Das Modell berücksichtigt die
physikalischen Übertragungseigenschaften des Funkkanals,
adaptive Modulation und Codierung (AMC) und zugehörige
Fehlerraten bei der Durchsatzberechnung. Es modelliert auch
die in Schicht 2 des ISO/OSI Modells in der MAC3 Teilschicht
ablaufenden Funktionen des hybriden ARQ4 Protokolls bzw.
des in der darüber liegenden RLC5 Teilschicht ausgeführten
Selective Repeat-ARQ Protokolls, wobei auch Fehler bei der
Übertragung von Protokoll-Steuerinformation und die Zahl
zulässiger wiederholter Übertragungen eines Nutzdatenblocks
berücksichtigt werden. In relaisverstärkten Systemen werden
zwei sequentielle Funkstrecken betrieben, jede auf Basis der
genannten Protokolle.

Die Verteilung erfolgreich übertragener Pakete bzw. deren
belegte Funkbetriebsmittel ergibt die Durchsatzverteilung
des ortsabhängigen Flächenelements. Summierung über alle
Flächenelemente ergibt die Durchsatzverteilung bzw. die
Spektrum Effizienz am DL der Zelle. Damit wird der Pro-
tokollstapel zur Funkübertragung von IP-Paketen vollständig
berücksichtigt. Mit Wahrscheinlichkeit auftretende Mehr-
fachübertragungen derselben Nutzdaten, eventuell auch durch
im Protokollstapel tiefer liegende Protokollschichten führen zu
unübersichtlichen mathematischen Ausdrücken für den Be-
triebsmittelverbrauch. Diese Arbeit nutzt aus der Literatur
bekannte Signalflussgraphen (SFG), um die mathematischen
Ausdrücke zu vereinfachen und überschaubar zu machen.

Ein kleinerer Beitrag der Arbeit betrifft systematische Unter-
suchungen zur Spektrum Effizienz bei verschiedener Aufteilung
der Funkbetriebsmittel einer Zelle auf direct, backhaul und

3Medium Access Control
4Automated Repeat on ReQuest
5Radio Link Control
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access Link6. Die optimale Aufteilung wird vorgestellt; sie
vermeidet verkehrstheoretische Engpässe. Bemerkenswert ist,
dass dabei der meiste Verkehr der Zelle über RNs läuft und
die Varianz des Nutzdurchsatzes minimal wird. Diese Arbeit
parametrisiert das vorgestellte Modell so wie in einer früher
bei ComNets bearbeiteten Dissertation (K. Sambale), die durch
Simulation die Zahl und Orte von RNs pro Zelle optimiert,
um Zellkapazität und Spektrum Effizienz zu maximieren. Es
gelingt, die Mittelwerte eigener Resultate durch Ergebnisse der
genannten Arbeit und einer von Nokia Mitarbeitern publizier-
ten Simulationsarbeit zu validieren. Diese Arbeit untersucht
auch den Fall, dass Pico-Zellen (als out-of-band RNs bzw. mit
Kabelanschluss) anstelle von RNs an deren Standorten einge-
setzt werden. Da dann keine Betriebsmittel für den backhaul
Link benötigt werden, verdoppelt sich die Systemkapazität
der Zelle. Der Rechenaufwand für einen bestimmten Para-
metersatz zur Charakterisierung der untersuchten 800 × 800
m großen Versorgungsfläche beträgt etwa 10 Tage auf einem
64 Blade PC-Cluster. Am DL erzeugen andere BSs Interferenz,
am UL sind es alle Mobilstationen. Weil die Zahl MS erheblich
größer ist als die der BSs, erfordern statistisch vertrauenswür-
dige Simulationsergebnisse einen riesigen Rechenaufwand,
den noch niemand investiert hat.

Das vorgestellte Verfahren eignet sich auch zur Berechnung
von Durchsatz, Kapazität und Spektrum Effizienz (SE) am UL
für Zellen ohne und mit Relais. Das ist ein dritter besonders
wichtiger Beitrag der Arbeit. Um die Interferenz durch MSs
zu modellieren, wird eine Zelle in Partitionen mit exklusiv zu-
geteilten Funkbetriebsmitteln aufgeteilt. Die Aufteilung wird
im vielzelligen Funknetz so gewählt, dass Gleichkanal Interfer-
enz an geometrisch möglichst weit entfernten Orten entsteht.
Partitionen mit gleichen Funkbetriebsmitteln sind in einem
regelmäßigen Muster über alle Zellen hinweg angeordnet. Ein-
zelne Partitionen derselben Zelle können zu einer Division

6Direct link: BS↔MS; backhaul link: BS↔ RN; access link: RN↔MS.
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gruppiert werden, wobei der verkehrstheoretische Bündel-
gewinn gegenüber dem einer Partition steigt. Aus diesem
Modell resultiert bei der BS aus den kleinen Flächenelemen-
ten systemweit eine ziemlich gleichmäßige SINR- bzw. SE-
Verteilung. Gegenüber einer nicht partitionierten Zelle steigt
die SE mit Partitionierung nur wenig an, aber die Standardab-
weichung sinkt erheblich. MSs können also unabhängig vom
Ort in der Zelle etwa gleich fair bedient werden. Für den UL
relaisverstärkter Zellen wird exemplarisch anhand eines Para-
metersatzes gezeigt, dass Relais die Spektrum Effizienz am UL
deutlich erhöhen können.
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ABSTRACT

Cellular digital broadband mobile radio systems of the 3rd
Generation Partnership Project (3GPP) Long Term Evolution-
Advanced (LTE-A) standard (4th generation) were supplemen-
ted with a new network element in Release 10: fixed Relay
Nodes (RN) operating on Layer 2 of the International Or-
ganization for Standardization/Open Systems Interconnection
(ISO/OSI) model. Since their invention by ComNets in 1999,
RNs have been researched worldwide. They improve the radio
signal received by Mobile Stations (MS) in mobile radio cells
and, if deployed properly, increase cell capacity and spectrum
efficiency. Present results, which characterize mean values of
performance parameters for relay enhanced cells, are based on
evaluations with event-driven stochastic system simulation.
Although these simulators of equipment vendors and network
operators represent the systems in great detail, results known
from 12 companies on the performance of RNs show very
different findings. The simulation models are obviously not
comparable to each other in terms of quality and assumptions.
There is no transparent analysis method to calculate important
performance parameters of relay enhanced LTE-A systems.

This work faces up to this task and solves it very convin-
cingly. In a first important contribution the work develops a
mathematical model, taking into account all parameters and ra-
dio propagation models given by International Telecommunic-
ation Union Radiocommunication Sector (ITU-R) for the eval-
uation of LTE-A systems for a Urban Macro-cell (UMa) scen-
ario. It calculates the distributions of Signal to Interference
plus Noise Ratio (SINR), error rate, throughput and spectrum
efficiency depending on the location of a MS for each small
5 × 5 m area element of a multi-cell mobile radio network for
the downlink (DL). The model takes into account the physical
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transmission properties of the radio channel, Adaptive Mod-
ulation and Coding (AMC) and corresponding error rates by
calculating throughput. It also models the functions in Layer
2 of the ISO/OSI model, namely the Hybrid Automatic Repeat
Request (HARQ) protocol running in the Medium Access Con-
trol (MAC) sublayer and the Selective Repeat Automatic Re-
peat Request (SR-ARQ) protocol performed in the Radio Link
Control (RLC) sublayer above MAC, where transmission errors
of protocol control information and the number of allowable re-
transmissions of a user data block are also taken into account.
In relay enhanced systems two sequential radio links are oper-
ated, each based on the protocols mentioned above.

The distribution of successfully transmitted packets or their
consumed radio resources results in the throughput distribu-
tion of the location-dependent area element. Summing up over
all area elements results in the throughput distribution or the
spectrum efficiency on DL of the cell. Thereby the protocol
stack for radio transmission of IP packets is fully taken into
account. Multiple transmissions of the same user data, which
occur with probability, possibly also through lower-lying pro-
tocol layers in the protocol stack, lead to unclear mathematical
expressions for resource consumption. This work uses Signal
Flow Graphs (SFG) known from literature to simplify the math-
ematical expressions and make them comprehensible.

A smaller contribution of the dissertation concerns system-
atic investigations of spectrum efficiency with different parti-
tion of radio resources of a cell on direct (BS↔ MS), backhaul
(BS↔ RN) and access link (RN↔MS). The optimal partition is
presented; it avoids bottlenecks in traffic theory. It is worthy of
note that most of the cell’s traffic runs via RNs and the variance
of the user throughput becomes minimal. This work paramet-
erizes the presented model just as in a dissertation (K. Sambale)
completed previously at ComNets, which uses simulation to
optimize the number and locations of RNs per cell in order to
maximize cell capacity and spectrum efficiency. This work suc-
ceeds in validating the mean values of its own results against
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the results of the work mentioned above and a simulation work
published by Nokia employees. This work also investigates the
case, that pico cells (as out-of-band RNs or with cable connec-
tion) are deployed instead of RNs at their locations. Since in
this case no resources are required for the backhaul link, the
system capacity of a cell doubles. The computational effort for
a certain parameter set to characterize the studied 800× 800 m
service area is about 10 days on a 64-PC-cluster. On DL other
BSs make interference, while on uplink (UL) interferers are all
MSs. Because the number of MSs is substantially larger than
that of BSs, statistically trustworthy simulation results require
an enormous amount of computational effort, which no one has
yet invested.

The presented method is also suitable for calculating through-
put, capacity and spectrum efficiency on UL for cells with and
without relays. This is a third particularly important contribu-
tion of the work. In order to model the interference from MSs,
a cell is partitioned into divisions with exclusively allocated ra-
dio resources. The partitioning is chosen in the multi-cell radio
network in such a way that co-channel interference appears at
locations that are geometrically as far away as possible. Divi-
sions with the same radio resources are arranged in a regular
pattern across all cells. Multiple divisions of the same cell can
be grouped into a partition, where the traffic-theoretical trunk-
ing gain increases compared to that of individual divisions. In
the case with BS only, this model results in a fairly even distri-
bution of SINR or spectrum efficiency over small area elements
across the system. Compared to a non-partitioned cell, the
spectrum efficiency with partitioning increases only slightly,
but the standard deviation decreases significantly. Therefore,
MSs can be served fairly equally regardless of their locations
in the cell. For UL of relay enhanced cells it is shown in an
exemplary way with a parameter set, that relays can distinctly
increase the spectrum efficiency on UL.
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CHAPTER 1

Introduction
Content

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.3 Contribution of Thesis . . . . . . . . . . . . . . . . . . 2

1.4 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.1 Motivation

In order to satisfy the International Telecommunication Union
Radiocommunication Sector (ITU-R) International Mobile
Telecommunications-Advanced (IMT-A) performance require-
ments, 3rd Generation Partnership Project (3GPP) Long Term
Evolution-Advanced (LTE-A) needs a variety of features bey-
ond Long Term Evolution (LTE) including the relaying tech-
nique, the enhanced Multiple Input Multiple Output (MIMO)
support and the Coordinated Multiple Point (CoMP) opera-
tion. It has been shown, that the relaying technique can im-
prove capacity in LTE-A systems and various parameters for
the relay deployment have impact on the degree of capacity
enhancement. However, it is still unknown to what degree
the deployment of relays in LTE-A systems can meet or even
exceed the IMT-A performance requirements.

1.2 Objectives

In this work, it will be explored under the basic conditions
of the ITU-R IMT-A evaluation guidelines, to what degree

1



Chapter 1 – Introduction

the relaying technique can enhance cell capacity of the 3GPP
LTE-A system. The performance evaluation will be conducted
through mathematical analysis. Analytical models, which rep-
resent various details of LTE standardized protocols to a high
degree, will be developed to calculate cell capacity. Results
of the mathematical analysis will be validated by results of a
stochastic, event driven simulation, where scenario and system
assumptions made in the analysis comply with those in the
external simulation.

1.3 Contribution of Thesis

This work consists of following components, which are contri-
bution of the thesis.

• As far as I know the methodology presented here is the
first mathematical model able to calculate cell capacity of
LTE systems with detailed modeling of Physical (PHY),
Medium Access Control (MAC) and Radio Link Con-
trol (RLC) protocol layers in a multi-cell scenario with
realistic inter-cell interference, where a macro cell is en-
hanced with multiple small cells, either relays with wire-
less backhaul or pico cells with wired backhaul;

• Local user throughput and cell capacity are analytically
calculated with signal flow graph models for a given
scenario with predefined parameters, taking LTE pro-
tocol specific characteristics, e.g. Adaptive Modulation
and Coding (AMC) on PHY layer, Hybrid Automatic
Repeat Request (HARQ) on MAC layer and Automatic
Repeat Request (ARQ) on RLC layer, etc. into considera-
tion in detail;

• Different infrastructures of mobile radio networks, e.g.
deployments with versus without relay or pico cells etc.,
are compared among one another in terms of local user

2



Outline – 1.4

throughput and cell capacity achieved, where LTE pro-
tocol specific features considered could even be neg-
lected;

• Optimum radio resource partitioning among base station,
relay nodes and backhaul links is found for the down-
link deployment of relays, which maximizes cell capacity
and minimizes variance of local user throughput, thereby
achieving maximum possible user fairness;

• A novel reuse partitioning concept is proposed to mitig-
ate uplink cochannel interference in cellular networks.
Various ways for reuse partitioning are introduced,
which aim at the improvement of throughput for users at
cell edge and the achievement of homogeneous distribu-
tion over a whole cell area.

1.4 Outline

The thesis is structured as follows.
Chapter 2 gives an introduction to the 3GPP LTE-A mobile

radio system to be evaluated. Chapter 3 introduces evaluation
criteria, namely the ITU-R IMT-A scenario and its related chan-
nel model. Chapter 4 gathers a dozen of reports published by
different companies such as Nokia Siemens Networks, Alcatel-
Lucent, etc. during the 3GPP self-evaluation process, and lists
their results on the gain in cell capacity for the deployment of
relays.

Chapters 5 - 8 describe a methodology to mathematically
analyze LTE systems with respect to cell capacity. Chapter
5 gives an overall description of the analytical framework.
Chapter 6 specifies how to calculate a probabilistic distribution
of Signal to Interference plus Noise Ratio (SINR)s based on
probabilistic radio channel states. Chapter 7 explains how to
apply signal flow graph methods to modeling LTE aspects such
as AMC, HARQ and ARQ in detail, which is the core of the ana-

3
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lytical methodology. Chapter 8 specifies how to calculate local
user throughput and cell capacity for a relay enhanced LTE
system.

Chapter 9 shows, among others, results of cell capacity for
LTE systems enhanced with relays and pico cells, respectively,
where parameters of scenario and system are configured in the
first section and results of this work are validated by external
results in the last section. Chapter 10 optimizes resource par-
titioning for downlink and shows results under different re-
source partitioning conditions. Chapter 11 proposes a novel
reuse partitioning concept for uplink and shows results in vari-
ous ways for reuse partitioning.
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CHAPTER 2

3GPP LTE-A Standard
Content

2.1 LTE Radio Frame . . . . . . . . . . . . . . . . . . . . . 5
2.1.1 Downlink . . . . . . . . . . . . . . . . . . . . . . 6
2.1.2 Uplink . . . . . . . . . . . . . . . . . . . . . . . . 8

2.2 LTE Protocol Stack . . . . . . . . . . . . . . . . . . . . 10
2.2.1 AMC Scheme on PHY Layer . . . . . . . . . . . 13
2.2.2 HARQ Protocol on MAC Layer . . . . . . . . . 15
2.2.3 ARQ Protocol on RLC Layer . . . . . . . . . . . 17
2.2.4 Protocol Overhead . . . . . . . . . . . . . . . . 19

2.3 LTE Relaying . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3.1 Threshold Based Association . . . . . . . . . . 23
2.3.2 Backhaul Physical Channels . . . . . . . . . . . 24
2.3.3 Backhaul HARQ . . . . . . . . . . . . . . . . . . 28
2.3.4 Relay versus Pico Cell . . . . . . . . . . . . . . 30

2.4 5G NR versus 4G LTE . . . . . . . . . . . . . . . . . . 31

2.1 LTE Radio Frame

The 3GPP LTE Release 10 has been accepted as an IMT-A sys-
tem by ITU-R. Only from this release on LTE-A has come into
standard; Previous releases are all called LTE. In this thesis,
3GPP LTE-A standard comes into consideration and then LTE
is interchangeably written instead of LTE-A for the sake of sim-
plicity.

A specification of LTE radio frame configuration is given in
[3GP10d]. In the two-dimensional time-frequency domain ra-
dio resources are divided as follows. In the time domain, a

5



Chapter 2 – 3GPP LTE-A Standard

10 ms radio frame is divided into ten 1 ms subframes, each of
which is further subdivided into two 0.5 ms slots. Each slot
comprises seven Orthogonal Frequency Division Multiplexing
(OFDM) symbols by applying normal cyclic prefix. In the fre-
quency domain, the system bandwidth consists of a number of
180 kHz subchannels. Each subchannel is composed of twelve
15 kHz subcarriers.

A basic granularity of radio resource assigned for data trans-
mission is a Physical Resource Block Pair (PRBP), which con-
sists of a bandwidth of one subchannel for a duration of one
subframe. A bandwidth of one subchannel for a duration of
one slot is termed a Resource Block (RB). A smallest unit of
radio resource is a Resource Element (RE), which consists of a
bandwidth of one subcarrier for a duration of one OFDM sym-
bol. An RB and a PRBP are then made up of 84 and 168 REs,
respectively.

Only the frame structure applicable to Frequency Division
Duplex (FDD) is considered in this work, where uplink and
downlink transmissions are separated in frequency domain
and operated in paired radio spectra.

2.1.1 Downlink

For downlink transmission an LTE radio frame [BM11] is con-
figured as shown in Fig. 2.1.

In the middle, one radio frame consists of 10 subframes in
the time dimension and the maximal bandwidth consists of 110
subchannels in the frequency dimension. The Physical Broad-
cast Channel (PBCH) shown in green is located in the 1st sub-
frame and within a minimal bandwidth of 6 subchannels in the
middle of the frequency band. The synchronization sequences
shown in blue are located in the 1st and the 6th subframes
and within the minimal bandwidth. Typically, up to 3 of the
first OFDM symbols in each subframe are used for signaling
by downlink control channels shown in yellow, which include
the Physical Control Format Indicator Channel (PCFICH), the
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Figure 2.1: LTE radio frame for downlink transmission

Physical Hybrid-ARQ Indicator Channel (PHICH) and the
Physical Downlink Control Channel (PDCCH). In case of one
antenna port, 8 REs per PRBP are reserved by cell specific
Reference Signal (RS)s (pilot) shown in red; In case of two
and four antenna ports, 16 and 24 REs per PRBP are reserved
by cell specific RSs, respectively. All the aforementioned REs
shown in green, blue, yellow and red are regarded as over-
head and only the remaining REs shown in white are available
for Physical Downlink Shared Channel (PDSCH) to carry user
data on downlink.

Besides, on top in the middle of Fig. 2.1, an example of PRBP
comprises REs occupied by the downlink control channel in
yellow and cell specific RSs in red; Such PRBPs carry least con-
trol signaling but most user data. On the right, both PRBPs
comprise REs for synchronization sequences in blue in addi-
tion to yellow and red REs. On the left, both PRBPs comprise
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REs for PBCH in green in addition to yellow, red and blue REs;
Such PRBPs carry least user data but most control signaling,
very different from the PRBP on top in the middle. On both
left and right sides, some PRBPs comprise unused REs marked
with "x".

2.1.2 Uplink
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Figure 2.2: LTE radio frame for uplink transmission

For uplink transmission an LTE radio frame [LN09] is con-
figured as shown in Fig. 2.2.

A Physical Uplink Control Channel (PUCCH) region is com-
prised of a single RB in the first slot of a subframe at or near
one edge of system bandwidth, and another RB in the second
slot of the subframe at or near the opposite edge of system
bandwidth. Typical numbers of PUCCH regions are given in
Table 2.1 for different LTE bandwidths. PUCCH RBs of format
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2/2a/2b are mapped to band-edge RBs and followed by those
of format 1/1a/1b. As illustrated in the middle of Fig. 2.2, 8
PUCCH (yellow) regions are available to a 10MHz bandwidth
in every subframe, namely 8 PUCCH RBs on upper band edge
and another 8 on lower band edge. Among 8 PUCCH RBs at or
near each edge, 3 at edge are of format 2/2a/2b and the other
5 near edge are of format 1/1a/1b.

Table 2.1: Typical numbers of PUCCH regions [LN09]

Bandwidth [MHz] Number of
PUCCH RBs

Number of PUCCH
regions

1.4 2 1
3 4 2
5 8 4
10 16 8
20 32 16

The amount and positions of Demodulation Reference Signal
(DM RS) associated with PUCCH depend on the type of uplink
control information transmitted. 3GPP specifies the number of
reference symbols per slot and indices of reference symbols in
a slot for different PUCCH formats as shown in Table 2.2 and
Table 2.3, respectively. As illustrated on the left in Fig. 2.2, the
upper PRBP consists of two PUCCH RBs of format 2/2a/2b,
each of which comprises two DM RS (red) symbols per slot,
namely 2nd and 6th symbols. The lower PRBP is composed of
two PUCCH RBs of format 1/1a/1b, each of which comprises
three, namely 3rd, 4th and 5th DM RS symbols in a slot. On the
right, the upper/lower PRBP is made up of one PUCCH RB of
format 1/format 2 in the first slot and the other PUCCH RB of
format 2/format 1 in the second slot.

Except PUCCH regions all the other PRBPs in a radio frame
are used by Physical Uplink Shared Channel (PUSCH). A PRBP
of PUSCH is illustrated on top in the middle of Fig. 2.2. A
single DM RS (red) associated with PUSCH (white) occupies

9
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Table 2.2: Number of DM RS symbols per slot for different
PUCCH formats [3GP10d]

PUCCH format Normal cyclic
prefix

Extended cyclic pre-
fix

1,1a,1b 3 2
2, 3 2 1

2a, 2b 2 N/A

Table 2.3: Indices of DM RS symbols in a slot for different
PUCCH formats [3GP10d]

PUCCH format Normal cyc-
lic prefix

Extended cyclic prefix

1, 1a, 1b 2, 3, 4 2, 3
2, 3 1, 5 3

2a, 2b 1, 5 N/A

the center Single Channel Frequency Division Multiple Access
(SC-FDMA) symbol in each slot, i.e. 4th and 11th symbols in
every subframe. An Sounding Reference Signal (SRS) (orange)
is always present on the last i.e. 14th SC-FDMA symbol in every
subframe.

Control signaling is transmitted on PUCCH regions. User
data is not permitted on SC-FDMA symbols designated for
DM RS and SRS, but transmitted on PUSCH, only. In summary,
all the colored REs in the figure are regarded as overhead.

2.2 LTE Protocol Stack

The basic protocol stack of the user plane of the 3GPP LTE sys-
tem is shown in Fig. 2.3. The protocol stack of the control plane
is not discussed here, since it is not related to the analysis of
user throughput and cell capacity in this work.

From bottom to top, the LTE protocol stack comprises a PHY
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Figure 2.3: LTE user plane protocol stack (simplified) [ADF+09]

layer [3GP10c], a MAC layer and a RLC layer [3GP10g].
In PHY layer, data to be transmitted are first turbo coded

for Forward Error Correction (FEC), and then modulated with
a Quadrature Phase Shift Keying (QPSK), or 16-Quadrature
Amplitude Modulation (QAM), or 64-QAM scheme, and fi-
nally modulated based on inverse Fast Fourier Transform (FFT)
algorithms to result in OFDM signals. AMC is applied here to
take SINR conditions of radio links into account: If link con-
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dition is not good enough, a more robust low-rate Modulation
and Coding Scheme (MCS) is used to reduce Block Error Rate
(BLER) at a cost of more radio resource consumption; Other-
wise, a less robust high-rate MCS is adopted.

Orthogonal Frequency Division Multiple Access (OFDMA)
is used for LTE downlink radio transmission, where data are
transmitted on a large number of parallel, narrow-band subcar-
riers. Since transmit power available at User Equipment (UE)1

on uplink is expensive, SC-FDMA is adopted for LTE uplink,
where data are transmitted on a single 15 kHz subcarrier. In
addition, a Discrete Fourier Transform (DFT) precoder is em-
ployed prior to the OFDM modulator to preserve single carrier
properties.

Data is transmitted on the PDSCH/PUSCH in units known
as Transport Block (TB)s. During data transmission, errors may
occasionally occur due to noise, interference and/or fading. To
further protect the bit pipe against transmission errors, LTE
applies a Cyclic Redundancy Check (CRC) that is attached to
TBs by the PHY layer on the transmitting side. The PHY layer
on the receiving side forwards only error-free TBs to its upper
layer. If the PHY layer on the receiving side detects bit errors
in a TB, the TB is repeated by the transmitter on request of the
receiver making use of an ARQ protocol.

To handle uncorrectable transmission errors at the receiver,
LTE employs a two-layered retransmission mechanism: A
HARQ protocol located in the MAC sublayer is complemen-
ted by a Selective Repeat Automatic Repeat Request (SR-ARQ)
protocol residing in the RLC sublayer. Both ARQ protocols
retransmit erroneous data units up to a maximum of retrans-
mission attempts to reduce residual error rate at the cost of
extra radio resource consumption. In particular, the HARQ
protocol employs multiple stop-and-wait ARQ processes in-
stead of a single stop-and-wait scheme to allow continuous
transmission.

1UE in LTE-A is also referred to as User Terminal (UT) in IMT-A.
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Most errors are captured and corrected by the fast and light-
weight HARQ protocol with low latency and low feedback
overhead, while only rarely residual errors are detected and
resolved by the highly reliable but in terms of latency and over-
head more expensive SR-ARQ protocol. With this two-layered
retransmission design for LTE, upper layers are affected only
rarely by erroneous packets.

Besides retransmission handling, the RLC and MAC layers
are responsible for segmentation of a data flow and multiplex-
ing of data flows, respectively.

2.2.1 AMC Scheme on PHY Layer

Transmission algorithms try to achieve high spectral efficiency
under varying signal quality of radio links. This is commonly
referred to as link adaptation and is based on AMC. For AMC
the degrees of freedom are modulation order and code rate,
which result in individual MCSs [3GP10e].

3GPP defines LTE MCS tables for PDSCH and PUSCH, re-
spectively, see Table 2.4 and Table 2.5. Modulation order de-
termines the number of data bits transmitted per modulated
symbol. Code rate represents the ratio of user bits normalized
by user bits plus redundant FEC bits of a data stream. An MCS
selects a modulation order and a code rate, which product de-
termines its reference efficiency. Code rate is not specified in
Table 2.5 for PUSCH but can be calculated as the quotient of
reference efficiency and modulation order.

Two individual MCS tables are proposed for PDSCH and
PUSCH instead of a common one, thereby link performance
is optimized for OFDMA on downlink and SC-FDMA on up-
link, respectively. In both tables MCS index ranges from 0 to 28,
modulation order takes an ascending value 2, 4 or 6, code rate
increases with MCS index in each block of a same modulation
order, and reference efficiency keeps an increment throughout
the whole MCS indices. Worth mentioning is that the first MCS
in the block of a higher modulation order equals the last MCS in
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Table 2.4: LTE MCSs for
PDSCH [Mot08]

MCS
index

modu-
lation
order

code
rate
[ 1
1024 ]

reference
effi-
ciency

0 2 120 0.2344
1 2 157 0.3057
2 2 193 0.377
3 2 251 0.4893
4 2 308 0.6016
5 2 379 0.7393
6 2 449 0.877
7 2 526 1.0264
8 2 602 1.1758
9 2 679 1.3262
10 4 340 1.3262
11 4 378 1.4766
12 4 434 1.69535
13 4 490 1.9141
14 4 553 2.1602
15 4 616 2.4063
16 4 658 2.5684
17 6 438 2.5684
18 6 466 2.7305
19 6 517 3.0264
20 6 567 3.3223
21 6 616 3.6123
22 6 666 3.9023
23 6 719 4.21285
24 6 772 4.5234
25 6 822 4.8193
26 6 873 5.1152
27 6 910 5.33495
28 6 948 5.5547

Table 2.5: LTE MCSs for
PUSCH [EPM08]

MCS
index

modu-
lation
order

code
rate
[ 1
1024 ]

reference
effi-
ciency

0 2 0.20
1 2 0.25
2 2 0.31
3 2 0.41
4 2 0.50
5 2 0.62
6 2 0.73
7 2 0.86
8 2 0.98
9 2 1.11

10 2 1.23
11 4 1.23
12 4 1.41
13 4 1.60
14 4 1.80
15 4 2.01
16 4 2.14
17 4 2.28
18 4 2.52
19 4 2.77
20 4 3.01
21 6 3.01
22 6 3.25
23 6 3.51
24 6 3.77
25 6 4.02
26 6 4.26
27 6 4.45
28 6 4.63
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the block of a previous lower modulation order with respect to
reference efficiency. E.g., in Table 2.4 for PDSCH the first MCS
of modulation order 4 (MCS index 10) equals the last MCS of
modulation order 2 (MCS index 9) with respect to reference ef-
ficiency 1.33.

Comparing MCS table of PDSCH to that of PUSCH, a same
modulation order does not cover an aligned range of MCS in-
dex. E.g., the modulation order 4 ranges from MCS index 10 to
16 for PDSCH, while from MCS index 11 to 20 for PUSCH. Fur-
ther, code rates adopted by PDSCH are basically different from
those adopted by PUSCH. Consequently, reference efficiencies
available for PDSCH are other than those for PUSCH.

AMC chooses proper MCSs taking current radio link con-
ditions at the respective receiver into account. A lower order
MCS is more robust against transmission errors, since it has
more tolerance to interference and noise. Therefore, it can be
used in a poor link condition, but provides a lower bit rate. A
higher order MCS is more prone to transmission errors, since it
has more sensitivity to interference and noise. Hence, it offers a
higher bit rate, but can be useful only when SINR is sufficiently
high.

2.2.2 HARQ Protocol on MAC Layer

For the HARQ protocol on MAC sublayer [3GP10h] various
signaling errors and their effects on LTE system performance
are described in [TLW09]. Since the protocol is modeled, com-
pletely, in this work, it is described in the following.

In downlink, a TB is transmitted on the PDSCH, and each
transmission is announced to a respective UE by a downlink
assignment on the PDCCH. When the UE correctly receives
the downlink assignment, it will try to decode the TB on
PDSCH. When the UE decodes the TB correctly, it sends an
Acknowledgement (ACK) on the PUCCH to report success.
When the UE fails to decode the TB, it sends a Negative Ac-
knowledgement (NAK) to report failure. If the UE misses the
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Table 2.6: HARQ protocol

forward
channel

reverse channel retransmission result

TB reception
correct

ACK→ ACK 7 3

ACK→ NAK 3 3

ACK→ DTX 3 3

TB reception
erroneous

NAK→ NAK 3 dependent
NAK→ ACK 7 7

NAK→ DTX 3 dependent
resource

assignment
failed

DTX→ DTX 3 dependent
DTX→ ACK 7 7

DTX→ NAK 3 dependent

downlink assignment, it does not send any feedback.
The signal of an HARQ feedback sent on PUCCH is detec-

ted by a responsible Enhanced Node-B (eNB)2 through two
thresholds, so that ACK, NAK and Discontinuous Transmis-
sion (DTX) (silence) can be distinguished. If the eNB detects an
ACK, it will not start an HARQ retransmission. If the eNB de-
tects a NAK, it will retransmit the corrupted TB. In case soft
combining supports Incremental Redundancy (IR), eNB will
retransmit another Redundancy Version (RV) of the TB than
transmitted in a previous transmission. If the eNB detects a
DTX, it will retransmit the missed TB. In case of IR, eNB will
retransmit a same RV as before.

Owing to transmission errors, however, an HARQ feedback
may be misinterpreted by the eNB as summarized in Table 2.6.

If the eNB erroneously detects a DTX or NAK as an ACK,
no HARQ retransmission will be performed. This misde-
tection results in a packet loss on MAC layer, which is re-
covered by SR-ARQ retransmission on RLC layer, in case RLC
Acknowledged Mode (AM) is used.

2eNB in LTE-A is also referred to as Base Station (BS) in IMT-A.
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If the eNB detects a NAK instead of a DTX, it will retransmit
the data using another RV instead of a same RV used before.
Vice versa, if the eNB detects a DTX instead of a NAK, it will
retransmit the data using a same RV used before instead of an-
other RV. Both misdetections result in reduced efficiency to
decode the retransmission, since the IR gain is lost by applying
a wrong RV.

If the eNB missdetects an ACK as a NAK or DTX, it will re-
transmit the data. The UE will recognize the data as a repeti-
tion, and retransmit an ACK. This also causes an extra retrans-
mission and additional overhead.

The aforementioned signaling errors are taken into account
to investigate the HARQ process. Whether a TB needs to be
retransmitted does not depend on what HARQ feedback is sent
out by the UE, but is dependent on what HARQ feedback is
interpreted by the eNB, see Table 2.6.

When the resource is successfully assigned and the TB is cor-
rectly received on PHY layer, the transmission on MAC layer
succeeds regardless of retransmission on PHY layer, see Table
2.6 first three rows. Both in case of successful resource assign-
ment and erroneous reception of TB on PHY layer, and in case
of resource assignment failure, the transmission on MAC layer
fails, if no retransmission of TB is carried out on PHY layer,
see fifth and eighth rows. In both cases, whether the transmis-
sion on MAC layer succeeds or fails, depends on whether the
retransmission of TB is correct or erroneous on PHY layer, see
the other rows.

2.2.3 ARQ Protocol on RLC Layer

The ARQ protocol on RLC sublayer in AM [3GP10i] realizes
a generalized SR-ARQ process [ZRM97]. Since the protocol is
modeled in detail in this work, it is described here, accordingly.

Referring to the generalized SR-ARQ process, a transmitter
sends data blocks and a receiver acknowledges receptions by
means of feedback messages. Each feedback message contains
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Table 2.7: Generalized SR-ARQ protocol

data
block

feedback
message

upcoming
feedback

retrans-
mission

result

received
received n/a 7 3

lost
in time 7 3

timeout 3 3

lost
received n/a 3 dependent

lost
in time 3 dependent
timeout 3 dependent

ACKs and NAKs about all past data blocks. A NAK indicates
loss of a corresponding data block and triggers a retransmis-
sion of the data block. Upon reception of such a feedback mes-
sage, all erroneous data blocks are scheduled for retransmis-
sion.

In the presence of feedback losses, the generalized SR-ARQ
process waits for further feedback information, rather than re-
transmitting, immediately. For this purpose a timeout counter
is assigned to each data block, and activated when the data
block is transmitted. When the timeout expires, the absence
of feedback is equivalent to a NAK and the data block is sched-
uled for retransmission.

Regarding the LTE ARQ protocol, the receiving side of RLC
AM entity sends a STATUS report to the transmitting side of its
peer RLC AM entity. A STATUS report comprises NACK_SN
sequence numbers (SNs), one for every data block, which has
not been correctly received and is stated as outstanding, and
ACK_SN an SN of the data block, which is next to be re-
ceived and is not stated as missing. Thereby the STATUS report
indicates NAKs for the data blocks with SN = NACK_SN
and ACKs for the others with SN < ACK_SN and SN 6=
NACK_SN . Upon reception of a NAK corresponding to a
data block, the transmitting side triggers a retransmission of
the data block. Obviously, a STATUS report complies with a
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feedback message specified in the generalized SR-ARQ pro-
cess.

When the receiving side of an RLC AM entity detects recep-
tion failure of an data block, namely a gap in the sequence of
received data blocks based on the RLC SNs, it starts a timer
tReordering, assuming that the missing data block is still being
retransmitted by the HARQ protocol on MAC sublayer below.
If the receiving side can receive the missing data block in time,
it stops and resets the reordering timer; Otherwise, it lets the
timer be running until expiry. When the reordering timer ex-
pires, the receiving side triggers a STATUS report and indicates
a NAK for the missing data block, to inform the transmitting
side to retransmit this data block. Clearly, a timer tReordering
corresponds to a timeout counter described in the generalized
SR-ARQ process.

The generalized SR-ARQ process is taken into account to in-
vestigate the LTE ARQ protocol. Whether a data block needs
to be retransmitted depends on three following factors and all
possible cases are summarized in Table 2.7.

1. Whether the data block is received or lost on forward
channel,

2. Whether its feedback message is received or lost on re-
versal channel, and

3. Whether any upcoming feedback message is received in
time or out of time.

2.2.4 Protocol Overhead

Fig. 2.4 depicts the data flow of an Internet Protocol (IP) packet
from the IP layer, through the data link layer down to the PHY
layer. The data link layer comprises three sublayers and they
are from above to below respectively the Packet Data Con-
vergence Protocol (PDCP) sublayer, the RLC sublayer and the
MAC sublayer.
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Figure 2.4: Data flow through LTE protocol stack [LLM+09]

The figure shows, how each protocol layer processes the
Protocol Data Unit (PDU) of its upper layer to form its own
Service Data Unit (SDU) and then adds its protocol header to
the SDU to constitute its layer specific PDU. E.g., a PHY SDU
(TB) corresponds to a MAC PDU and a PHY PDU is composed
of a TB and a CRC.

An IP header has a size of 20 bytes for IPv4 and 40 bytes
for IPv6, respectively. A Transmission Control Protocol (TCP)
header has 20 bytes. In general payload can have variable sizes;
for TCP services packet sizes are typically 1500 bytes. A PDCP
header, an RLC header, a MAC header and a PHY CRC are 1
byte, 4 bytes, 3 bytes and 3 bytes, respectively.

The PDCP sublayer is mainly responsible for IP header com-
pression and ciphering. An IP header together with a TCP
header are compressed to 8 bytes for both IPv4 and IPv6 cases.
Payload remains unaffected.

The RLC sublayer mainly comprises ARQ functionality and
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supports data segmentation and concatenation. The latter two
are illustrated in the figure with an example: A second PDCP
PDU is segmented into two parts. Its first part is concatenated
to a first PDCP PDU to constitute a first RLC SDU. Its second
part alone constitutes a second RLC SDU.

The MAC sublayer mainly has HARQ functionality and
provides data multiplexing. The data multiplexing is per-
formed in case multiple data flows are taken into account; this
is not illustrated in the figure, which only shows a single data
flow.

2.3 LTE Relaying

DL: t1 , f1

UL: t2 , f2

UL: t4 , f4

DL: t3 , f3

Backhaul link

Access link

DeNB RN

LTE Release 8/9 terminal

LTE Release 10 terminal
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Figure 2.5: Relay deployment example [HCM+12]

Relaying is one of the salient features for 3GPP LTE-A. 3GPP
LTE Release 10 is the first revision in LTE standard series to
support relaying [3GP10g].

In Fig. 2.5, both LTE Release 8/9 terminals and LTE Release
10 terminals denote UEs. As illustrated in the figure, by de-
ploying an Relay Node (RN), a radio link between the eNB and
a UE is divided into two hops. The radio link between the eNB
and the RN is referred to as a backhaul link, while the radio link
between the RN and the UE is referred to as an access link. If in-
stead of the two hops there exists a radio link between the eNB
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and the UE, it is referred to as a direct link. The source eNB,
from which the RN receives its signal, is also called a Donor
Enhanced Node-B (DeNB). The coverage areas of the RN and
the eNB are referred to as a relay cell and a donor cell, respect-
ively.

The RN has a dual personality: On one hand, it appears as a
UE from the eNB point of view; On the other hand, it behaves
like an eNB from the perspective of the UE under its control.
The RN relies on the backhaul link to receive/transmit data
from/to the eNB and leans on the access link to transmit/re-
ceive data to/from the UE in downlink/uplink case.

With the help of the RN, both the backhaul link and the ac-
cess link may have better radio propagation conditions than
the direct link. In particular, if the backhaul link is operated
at a significantly high SINR, which, e.g., results from Line-of-
Sight (LoS) between the serving eNB and the RN and Non-
Line-of-Sight (NLoS) between interfering eNBs and the RN,
relaying technique offers good potential to capacity improve-
ment besides coverage extension and shadowing reduction at
relatively low cost.

The spectral efficiency of a two-hop link is greater than that
of a one-hop link [CW14], if

• the total amount of radio resources needed on both the
backhaul link and the access link for the two-hop trans-
mission is less than the radio resources required on the
direct link for the one-hop transmission, and

• the remaining packet error rate left over from the two-
hop transmission is less than the residual error rate left
from the one-hop transmission.

If a wired instead of a wireless backhaul is used, an RN de-
generates to a pico eNB. As illustrated in Fig. 2.6, by deploying
a pico eNB, the coverage areas of the pico eNB and the macro
eNB are referred to as a pico cell and a donor cell, respectively.
The access link between the pico eNB and a pico UE may have
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Figure 2.6: One example of heterogeneous deployments
[3GP10b]

better radio propagation condition than the direct link between
the macro eNB and the pico UE.

2.3.1 Threshold Based Association

Threshold based association [CW14] is adopted for a more flex-
ible control of association of UEs to Radio Access Point (RAP)s.
Under the SINR threshold based association strategy, a UE as-
sociates with the eNB, if the difference between the SINR it per-
ceives from the eNB and the SINR it perceives from the RN is
greater than a given SINR threshold, otherwise it is served by
the RN.

Setting the threshold to 0 dB, a UE associates with its RAP ex-
actly the same way as under the best SINR association strategy,
namely a UE is served by the eNB, if it receives higher SINR
from the eNB than from the RN, and otherwise it is served by
the RN.

Increasing the threshold to some positive value, the UE re-
quires higher SINR from the eNB than from the RN to associate
with the eNB. Further increasing the threshold to +∞ dB, the
UE never associates with the eNB. Decreasing the threshold to
some negative value, the UE needs higher SINR from the RN
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than from the BS to be served by the RN. Further decreasing
the threshold to −∞ dB, the UE is never served by the RN.

2.3.2 Backhaul Physical Channels

In case of inband relaying, backhaul link and access links op-
erate in the same frequency band. Thus, a mechanism is ne-
cessary for a half duplex operating relay to separate activity
on access links and backhaul link in time domain, namely the
relay is neither transmitting/receiving on access links nor re-
ceiving/transmitting on backhaul link at the same time.

In general, in order to support inband relaying in LTE-A sys-
tem, the relay requires some transmission/reception gaps on
access links to be able to communicate with its DeNB to re-
ceive/transmit on backhaul link.

RN-to-DeNB transmission1 ms subframe

No UE-to-RN 
transmission

MBSFN subframe

No RN-to-UE 
transmission

DeNB-to-RN transmission
1 ms subframe

Ctrl 
region

Figure 2.7: Multiplexing between access and backhaul links
[DPS11]

In uplink, as illustrated at the top of Fig. 2.7, a relay may
schedule that it need not receive data on access links in a cer-
tain subframe and may then use this subframe to transmit on
backhaul uplink. The uplink radio frame shown in Fig. 2.2 is
also valid for relay deployment without modification.

In downlink, as illustrated at the bottom of Fig. 2.7, Multicast
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Broadcast Single Frequency Network (MBSFN) subframes are
used for time division multiplexing between backhaul and ac-
cess links for relaying. The downlink radio frame in Fig. 2.1 is
adapted for relaying solution.

MBSFN subframes were already introduced in 3GPP LTE Re-
lease 8. In an MBSFN subframe as specified in Release 8 UEs
expect control signals and reference signals in the first one or
two OFDM symbols and ignore the rest of the subframe. In
Release 10 (LTE-A) MBSFN subframes in addition are used to
transmit relay data.

RNs declare MBSFN subframes in a downlink radio frame.
MBSFN subframes can be declared only for 6 out of 10 sub-
frames in each 10 ms radio frame, namely the 2nd, 3rd, 4th, 7th,
8th and 9th subframes. However, the 1st, 5th, 6th and 10th sub-
frames cannot be designated as MBSFN subframes due to the
presence of synchronization and broadcast signaling channels.

The configuration of a relay downlink backhaul subframe is
illustrated in Fig. 2.8. An RN uses the first few OFDM symbols
of an MBSFN subframe for transmitting cell specific reference
signals and control signaling on access links to its UEs. The RN
can then use the remainder of such an MBSFN subframe for
receiving backhaul downlink transmission from its DeNB.

Some subchannels of an MBSFN subframe are used by Relay
Physical Downlink Control Channel (R-PDCCH) for control
signaling on backhaul links from DeNB to its RNs; The other
subchannels of the same MBSFN subframe are used by PDSCH
for data transmission, not only intended for backhaul links but
also available for direct links from eNB to its own UEs.

R-PDCCH uses the first slot for backhaul downlink assign-
ments and the second slot for backhaul uplink grants. If the
first slot but not the second slot is occupied by R-PDCCH, the
second slot can be utilized by PDSCH for data transmission of
backhaul downlink. However, if not the first slot but the second
slot is occupied by R-PDCCH, the first slot can not be utilized
by PDSCH and must be left unused.

A subset of OFDM symbols in an MBSFN subframe is avail-
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Figure 2.8: Relay DL backhaul design [HCM+12]

Table 2.8: OFDM symbols usable for DeNB-to-RN transmission
in the first slot [3GP10f]

Configuration Start symbol
index

End symbol
index

Useful sym-
bols

0 1 6 6
1 2 6 5
2 3 6 4

able for backhaul downlink transmission. 3GPP specifies the
OFDM symbols to be used of the first and second slot in Table
2.8 and Table 2.9, respectively. R-PDCCH and PDSCH are
mapped to REs in such OFDM symbols.

Fig. 2.9 shows exemplarily an LTE radio frame for down-
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Table 2.9: OFDM symbols usable for DeNB-to-RN transmission
in the second slot [3GP10f]

Configuration Start symbol
index

End symbol
index

Useful sym-
bols

0 0 6 7
1 0 5 6

X X

X X

X X

X X

X X

X X

X X

X X

X X

X X

X X

X X

X X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X X

X X XXXXXX X X X X X X X X XX X XXXXXX X X X X X X X X XX X XXX XX X X X X X X X X XX X XXXXXX X X X X X X X X XX X XXXXXX X X X X X X X X XX X XXXXXX X X X X X X X X XX X XXXXXX X X X X X X X X XX X XXXXXX X X X X X X X X XX X XXX XX X X X X X X X X XX X XXXXXX X X X X X X X X XX X XXXXXX X X X X X X X X XX X XXXXXX X X X X X X X X XXX X X X X X X XX X X X X X XXX X X X X X X XX X X X X X XXX X X X X X X XX X X X X X XXX X X X X X X XX X X X X X XXX X X X X X X XX X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X XXXXXX X X X X XX X X X X X XXXXXX X X X X XX X X X X X XXX XX X X X X XX X X X X X XXXXXX X X X X XX X X X X X XXXXXX X X X X XX X X X X X XXXXXX X X X X XX X X X X X XXXXXX X X X X XX X X X X X XXXXXX X X X X XX X X X X X XXX XX X X X X XX X X X X X XXXXXX X X X X XX X X X X X XXXXXX X X X X XX X X X X X XXXXXX X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XXX X X X X X X XX X X X X X XXX X X X X X X XX X X X X X XXX X X X X X X XX X X X X X XXX X X X X X X XX X X X X X XXX X X X X X X XX X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X XX X X X X X X X X X X X

XXXXXX X X X X X X X X X X XXXXXXX X X X X X X X X X X XXXX XX X X X X X X X X X X XXXXXXX X X X X X X X X X X XXXXXXX X X X X X X X X X X XXXXXXX X X X X X X X X X X XXXXXXX X X X X X X X X X X XXXXXXX X X X X X X X X X X XXXX XX X X X X X X X X X X XXXXXXX X X X X X X X X X X XXXXXXX X X X X X X X X X X XXXXXXX X X X X X X X X X X X

X X X X X X X

X X X X X X X

X X X X X X

X X X X X X X

X X X X X X X

X X X X X X X

X X X X X X X

X X X X X X X

X X X X X X

X X X X X X X

X X X X X X X

X X X X X X X

X X

X X

X X

X X

X X

X X

X X

X X

X X

X X

X X

X X

RE for PBCH

RE for synchronization 

sequences

RE for downlink control 

channels, incl. PCFICH, 

PHICH, PDCCH

RE for cell-specific 

reference symbols

1 subframe = 14 symbols = 1 ms

1
 s

u
b

c
h

a
n

n
e

l 
=

 

1
2

 s
u

b
c
a

rr
ie

rs
 =

 

1
8

0
 K

H
z

1 radio frame = 10 subframes = 10 ms

m
in

. 
L

T
E

 b
a

n
d

w
id

th
 =

 

6
 s

u
b

c
h

a
n

n
e

ls
 =

 

1
.0

8
 M

H
z

m
a

x
. L

T
E

 b
a

n
d

w
id

th
 =

 1
1

0
 s

u
b

c
h

a
n

n
e

ls
 =

 1
9

.8
 M

H
z

PRBP with R-PDCCH, 

PDSCH for backhaul links

PRBP with unused slot, 

R-PDCCH

PRBP with PDSCH for 

backhaul and direct links

X X

X X

X X

X X

X X

X X

X X

X X

X X

X X

X X

X X

RE for R-PDCCH

RE for PDSCH

RE unusedX

PRBP with R-PDCCH usual PRBP with PDSCH for 

direct and access links

Figure 2.9: LTE radio frame for downlink transmission in relay
enhanced system

link transmission in a relay enhanced system. The 2nd, 3rd, 4th,
7th, 8th and 9th subframes are configured to be MBSFN sub-
frames. Only the 1st OFDM symbol of an MBSFN subframe is
configured for RN-to-UE transmission. The 2nd and the 14th

OFDM symbols of an MBSFN subframe are not usable and
OFDM symbols therebetween are then configured for DeNB-
to-RN transmission.
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Some PRBPs in an MBSFN subframe are available for
R-PDCCH. E.g., in the 2nd subframe, the 2nd and the 5th of
the 6 PRBPs in the middle frequency band afford both the first
and the second slot to R-PDCCH; The PRBP at the very top
gives the first slot to R-PDCCH but leaves the second slot to
PDSCH; The PRBP at the very bottom gives the second slot
to R-PDCCH but leaves the first slot unused. Such PRBPs for
R-PDCCH can be configured and distributed arbitrarily in an
MBSFN subframe in terms of type, quantity, order and pattern.

The other PRBPs in an MBSFN subframe are available for
PDSCH, e.g. all the PRBPs in the 7th subframe except the 2nd,
3rd, 4th, 5th of the 6 PRBPs in the middle frequency band. Some
of them are utilized for data transmission over backhaul links
from DeNB to its RNs. The others are merely used for direct
links from eNB to its own UEs, but not for access links between
RNs and their own UEs.

All PRBPs in non-MBSFN subframes are available for PDSCHs,
e.g. all the PRBPs in the 1st subframe. They are shared by eNB
and RNs to serve their UEs over direct links and access links,
respectively.

On downlink the inband backhaul link is supported with
the MBSFN method: During MBSFN subframes (backhaul
subframes) an eNB may transmit backhaul traffic to its RNs
and access traffic to its macro UEs; During non-MBSFN sub-
frames (access subframes) the eNB and the RNs may transmit
access traffic to its macro UEs and their relay UEs, respect-
ively. MBSFN subframes are (semi-)statical and have the same
format for all the cells.

2.3.3 Backhaul HARQ

For LTE-A with relaying, HARQ protocol is not only operated
on access links but also on backhaul links. In order to ensure
backward compatibility with LTE Release 8, no changes are
made to the access link HARQ operation, but only slight modi-
fications to the backhaul HARQ operation.
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In downlink, the access link HARQ is operated in an asyn-
chronous manner, namely each downlink resource assignment
on PDCCH explicitly indicates the HARQ process number of
data transmission. The same design is applied to the back-
haul downlink HARQ, where downlink resource assignment
is signaled on R-PDCCH.

In uplink, the access link HARQ is operated as a synchronous
protocol with a periodicity of 8ms, namely an uplink subframe
follows 4 ms after a downlink subframe to implicitly identify
the HARQ process. The backhaul uplink HARQ retains the
synchronous aspect.

For access links, the PDCCH can still be available in every
subframe, even in MBSFN subframes. For backhaul links, how-
ever, the R-PDCCH can be located in MBSFN subframes, only.
Thus, the backhaul HARQ is slightly different from the ac-
cess link HARQ, which is briefly summarized according to
[HLG+11] and [DPS11]:

1. In order to match the HARQ Round Trip Time (RTT) on
access link, a subframe configured for uplink backhaul
always follows 4 ms after a subframe for downlink back-
haul;

2. As the possible configuration of MBSFN subframes has a
10 ms structure while the HARQ timing follows an 8 ms
periodicity, backhaul downlink subframes are configured
with a basic pattern of 8 subframes, however, exclude
those that cannot be declared as MBSFN subframes, even
if it were necessary to do so to follow the 8ms periodicity;

3. Since an uplink data transmission on PUSCH needs to
be assigned by an uplink resource grant 4 ms earlier on
R-PDCCH, if a subframe cannot be used for backhaul
downlink transmission, then the subframe 4ms later can-
not be used for backhaul uplink transmission, either;

4. Some subsequent backhaul uplink subframes may be

29



Chapter 2 – 3GPP LTE-A Standard

spaced 16 ms apart due to the MBSFN subframe restric-
tion, and others are 8 ms apart, as usual.

>+,(��#

,)-�#

�!�����

� 	��

>+,(��#

,)-�#

�!����� >+,(��#

� 	�� ,)-�#

)%�+ (�>%/�%"

)%�+ )./�%"

("����"?�'/�?'�+��@� )"����"?�'/�?'�+��@�

� � � > � P � � D  �������>���P�����D� �������>���P�����D� >�>�>�>>>�>P>�>�>D> -'�+��@��U

�?�("����"?�'/�?'�+��@�?
)?��/�

,���'?��/�

Figure 2.10: Uplink backhaul HARQ timing with 8 ms periodicity
(FDD) [HLG+11]

As illustrated exemplarily in Fig. 2.10, data cannot be trans-
mitted on backhaul uplink in the subframes marked 13 and 29,
since their resource grant cannot be correspondingly assigned
on backhaul downlink 4 ms earlier in the subframes marked 9
and 25.

In summary, the HARQ operation spends an RTT of 8 ms on
access links, while on backhaul links the RTT is 8 ms at least.
In this work, not the latency but the throughput is analyzed
and, hence, the same analytical model can be applied to both
the access link HARQ and the backhaul HARQ operation.

Obviously, the ARQ operation on RLC layer, which is oper-
ated on top of the HARQ operation on MAC layer, is all the
same for both access links and backhaul links.

2.3.4 Relay versus Pico Cell

It is stated in [3GP10b], that "at least Type 1 and Type 1a re-
lay nodes are part of LTE-Advanced." Both types of RNs have
common characteristics as follows:

• An RN is in control of one or several cells of its own, each
of which appears to UEs as a separate cell distinct from a
donor cell and has a unique physical layer cell identity;
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• An RN transmits all its own physical channels, e.g. syn-
chronization channels, reference symbols, etc.;

• UEs in cells controlled by an RN receive PDCCH directly
from the RN and send PUCCH directly to the RN;

• An RN is non-transparent to UEs, i.e., every UE is aware
of whether or not it is communicating with the mobile
radio network via the RN;

• An RN appears as a regular eNB to all its UEs, i.e., from
a UE perspective there is no difference in accessing cells
controlled by an RN and cells controlled by a eNB;

• Cells controlled by an RN also support LTE Release 8
UEs, while to LTE-A UEs, the RN appears more than an
LTE Release 8 eNB to allow further performance enhance-
ment.

Both Type 1 and Type 1a RNs have all the same set of features
as mentioned above, except that Type 1 RNs operate inband
while Type 1a RNs outband. An RN is said to be inband if its
backhaul link shares the same frequency band with its access
links; while outband, if its backhaul link does not operate in
the same frequency band as its access links. Another view on
an outband RN is a pico eNB.

In this work, system capacity is compared between small
cells enhanced LTE networks either based on inband RNs or
pico eNBs, which also enables a comparison between Type 1
and Type 1a RNs.

2.4 5G NR versus 4G LTE

3GPP 5th Generation (5G) New Radio (NR) Release 15 has been
accepted by ITU-R for International Mobile Telecommunications-
2020 (IMT-2020).
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Figure 2.11: Illustration of 5G NR transmission structure and ba-
sic terminologies [LLB+19]

Fig. 2.11 depicts how radio resources of a NR radio frame
[3GP19] are partitioned in time and frequency domains. NR
adopts OFDM with a cyclic prefix for both downlink and up-
link transmissions. An RB consists of 12 consecutive subcarri-
ers in the frequency domain. A frame has a duration of 10 ms
and consists of 10 subframes of 1 ms. Each subframe consists
of 2µ slots with 14 OFDM symbols each. An RE occupies one
subcarrier in frequency and one OFDM symbol in time. This is
the same as in LTE when µ = 0.

Scalable numerologies are key to support NR deployment in
a wide range of spectrum. NR adopts flexible subcarrier spa-
cing of 2µ · 15 kHz for µ = 0, 1, ..., 4 scaled up from the basic 15
kHz subcarrier spacing in LTE. Accordingly, cyclic prefix and
also OFDM symbol are scaled down by a factor of 2−µ from
LTE cyclic prefix length of 4.7 microseconds and OFDM sym-
bol length of 1/14 ms, respectively. This allows configuration
of a NR radio frame identical to LTE frame structure by setting
µ to zero.
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A single NR carrier in Release 15 is limited to 3300 active sub-
carriers. At lower sub-6 GHz frequencies, subcarrier spacings
of 15 kHz and 30 kHz are suitable and the maximum carrier
bandwidth is 100 MHz. At higher millimeter-wave frequen-
cies, NR supports 60 kHz and 120 kHz for data channels and
the maximum bandwidth is 400 MHz. Both are much greater
than the maximum LTE carrier bandwidth of 20 MHz.

In summary, NR radio frame structure is similar to LTE-A.
Therefore, our analysis method developed in this work is also
applicable to evaluation of 5G cellular systems.
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3.1 Scenario

Both, IMT-A and LTE-A systems specified by ITU-R and 3GPP,
respectively introduced a number of scenarios and related
channel models for purpose of analyzing system perform-
ance. Urban Macro-cell (UMa) scenario introduced by ITU-R
standard M.2135 [IR08b] that is also known as Case 1 scenario
introduced by 3GPP standard TR36.814 [3GP10b] is the basis
scenario for the investigation in this thesis.

In Fig. 3.1 (right), numbers identify 57 sector cells of this
scenario and "ISD" labels an inter-site distance exemplarily. As
shown in the figure, BSs are placed in a regular grid following
a basic hexagon layout, performance of the central BS site is
evaluated, where interference to the central BS site is modeled
by a first tier of six and a second tier of twelve BS sites around
it.

35



Chapter 3 – ITU-R IMT-A Scenario

12

3

45

6

78

91011

12

1314

15 1617

18

1920

21

2223

24

2526

27

2829

30

3132

33

3435

36

3738

39

4041

42

4344

45

4647

48

4950

51

5253

54

5556

57

ce
ll ra

n
g
e
 

antenna boresight

ISD

 

Figure 3.1: Cellular coverage layout of UMa scenario [IR08b]

In general, Inter-site distance (ISD) is the distance between
an BS and its closest neighbor BS; It is the same for all BS sites.
The UMa scenario has an ISD of 0.5 km to represent a small cell
deployment and an interference limited environment.

Fig. 3.1 (left) shows details of a BS site employing three sec-
tor antennas. The antenna beam orientations in the macro-cell
layout are 30◦, 150◦ and 270◦, respectively, with a sector angle
of 120◦. Each sector itself establishes a cell so that a BS sets up
a three-sector site. The scenario has 19 sites, each made-up of
3 cells. UTs are assumed distributed uniformly over the whole
scenario.

Both channel models related to ITU-R UMa and 3GPP Case 1
scenarios, respectively, are introduced in the following section.

3.2 Channel Model

From a mathematic point of view, the channel model of ITU-R
UMa scenario [IR08b] has a more general form than that of
3GPP Case 1 scenario [3GP10b], where the ITU-R model not
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only covers all parameters considered by the 3GPP model, but
also introduces some extra parameters in addition. Besides, the
two channel models may set different values to a parameter
that both have in common, or assign different values to a com-
mon constant term, or to the coefficient of a common variable
item.

These differences are presented by a comparison of the two
channel models in following subsections.

The ITU-R channel model is chosen in this thesis as the basis
to calculate the cell capacity of LTE-A systems, taking following
perspectives into consideration.

• A model to calculate LTE-A capacity shall be built, among
others, on basis of a more general channel model such
as the ITU-R channel model, which may provide more
insights compared to the 3GPP channel model.

• According to 3GPP’s spec [3GP10b], "Table A.2.1.1.2-3
(3GPP channel model) presents the baseline parameters
for initial evaluations in heterogeneous networks. More
detailed modeling of new nodes propagation and chan-
nel model based on IMT.EVAL (ITU-R channel model)
should be considered for performance evaluation at a
later stage." I.e., 3GPP has chosen not only its own chan-
nel model but also the ITU-R channel model as the basis
for LTE-A performance evaluation.

• Other researchers have chosen the ITU-R channel model
instead of the 3GPP channel model to evaluate LTE-A
performance, e.g. Sambale’s work [Sam13] and Saleh’s
work [SmBR+11], which results are used to validate our
own results in this thesis.

3.2.1 LoS Probability

Both channel models take LoS and NLoS radio propagation
conditions into account, where probability of LoS pLoS is
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defined as a function of distance d in m.

pLoS(d) = min(18/d, 1) · (1− exp(−d/63)) + exp(−d/63) (3.1)

pNLoS(d) = 1− pLoS(d) (3.2)

3.2.2 Path Loss

Both channel models specify path loss LLoS and LNLoS for LoS
and NLoS radio propagation conditions, respectively.

In the 3GPP model path loss is a function alone of distance
D in km, Eq. (3.3) for LoS and Eq. (3.4) for NLoS, assuming
a carrier frequency of 2GHz and antenna heights of 32m at BS
and 1.5m at UT.

LLoS(D) = 103.4 + 24.2log10(D) (3.3)

LNLoS(D) = 131.1 + 42.8log10(D) (3.4)

In the ITU-R model path loss is a function, among others, of
distance d in m, center frequency fc in GHz, antenna heights
hBS of BS and hUT of UT in m, Eq. (3.5) for LoS and Eq. (3.6)
for NLoS. In addition to the variable distance, the ITU-R model
can be applied to a frequency range of 2GHz < fc < 6GHz,
and various antenna heights of 10m < hBS < 150m and 1m <
hUT < 10m.

LLoS(d) =


22.0 log10(d) + 28.0 + 20 log10(fc),

10m < d < d′BP
40.0 log10(d) + 7.8− 18.0 log10(h

′
BS)

−18.0 log10(h
′
UT ) + 2.0 log10(fc),

d′BP < d < 5000m

(3.5)

LNLoS(d) = 161.04− 7.1log10(W ) + 7.5log10(h)

−

(
24.37− 3.7

(
h

hBS

)2
)
log10(hBS)

+ (43.42− 3.1log10(hBS)) (log10(d)− 3)

+ 20log10(fc)− 3.2 (log10(11.75hUT ))2 − 4.97

10m < d < 5000m

(3.6)
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Break point distance of the piecewise function Eq. (3.5) is
computed as d′BP = 4 · h′BS · h′UT · fc/c, where fc is the center
frequency and c = 3.0 · 108m/s is the propagation velocity in
free space. Effective antenna heights at BS and UT are given
as h′BS = hBS − 1.0m and h′UT = hUT − 1.0m, respectively,
where hBS and hUT represent their actual antenna heights, cor-
respondingly. The average street width and building height
can be set to W = 20m and h = 20m, respectively.

3.2.3 Shadow Fading

Both models define shadow fading as a log-normal distribution
Eq. (3.7) and Eq. (3.8) for LoS and NLoS radio propagation
conditions, respectively. In 3GPP model its standard deviation
is σLOS = 8dB for LoS and σNLOS = 8dB for NLoS, while in
the ITU-R model σLOS = 4dB and σNLOS = 6dB.

LLoS(d) ∼ N (LLoS(d), σLOS
2) (3.7)

LNLoS(d) ∼ N (LNLoS(d), σNLOS
2) (3.8)

3.2.4 Antenna Pattern

Both models specify the horizontal antenna pattern used for 3-
sector cell sites with fixed antenna patterns as Eq. (3.9), where
the relative horizontal antenna gainAh(θ) in dB is a function of
the direction θ,−180◦ ≤ θ ≤ 180◦. min[.] denotes the minimum
function and Am is the maximum attenuation. θ3dB is the 3dB
beamwidth. The 3GPP assumes θ3dB = 70◦ and Am = 25dB,
while the ITU-R assumes θ3dB = 70◦ and Am = 20dB.

Ah(θ) = −min

[
12

(
θ

θ3dB

)2

, Am

]
(3.9)

Similarly, both models give the vertical antenna pattern by
Eq. (3.10), where the relative vertical antenna gain Av(φ) in dB
is a function of the elevation direction φ,−90◦ ≤ φ ≤ 90◦. φtilt is
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the electrical antenna downtilt angle, which shall be configured
for deployment scenario. φ3dB is the elevation 3dB value and
SLAv is the elevation maximum attenuation. The 3GPP as-
sumes φ3dB = 10◦ and SLAv = 20dB, while the ITU-R assumes
φ3dB = 15◦ and SLAv = 20dB.

Av(φ) = −min

[
12

(
φ− φtilt
φ3dB

)2

, SLAv

]
(3.10)

In both models, the three-dimensional antenna pattern com-
bines the horizontal and the vertical antenna patterns.

A(θ, φ) = −min [−(Ah(θ) +Av(φ)), Am] (3.11)

It should be clear now, what the differences between the two
channel models are and that both models have their pros and
cons.

3.3 Two-hop Channel Model

The ITU-R channel model presented in preceding sections is
not only valid for direct links (BS↔ UT) in a one-hop case but
also for access links (RN↔ UT) and backhaul links (BS↔ RN)
in a two-hop case.

The basis is the statement in ITU-R evaluation guidelines
[IR08b]: "The link from a relay to a mobile station can be
modeled with the same models as the conventional link from a
base station to a mobile station. The links from base stations to
relay stations can be modeled with conventional links."

Therefore, exactly the same channel model is applied to both
access links and backhaul links as to direct links.

3.4 Performance Measures

Report ITU-R M.2134 [IR08a] specifies requirements of tech-
nical performance for IMT-A radio interfaces. Eight perform-
ance measures are taken into account: Cell Spectral Efficiency
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(CSE), peak spectral efficiency, bandwidth, cell edge user spec-
tral efficiency, latency, mobility, handover and Voice over IP
(VoIP) capacity. Each proposed candidate technology needs to
fulfil the minimum performance requirements in order to be
considered by ITU-R for IMT-A. Therefore, these eight para-
meters are useful for evaluation of IMT-A candidate techno-
logy.

Further, guidelines for evaluation of radio interface technolo-
gies for IMT-A are addressed in Report ITU-R M.2135 [IR08b].
Evaluation methods are recommended for performance meas-
ures. Technology proposals shall be evaluated by system level
simulation for three performance metrics: CSE, cell edge user
spectral efficiency and VoIP capacity. The other performance
metrics shall be evaluated just by inspection, analysis and link
level simulation. Hence, these three out of eight are most inter-
esting system characteristics.

Moreover, evaluation configurations are given for each per-
formance measure in Report ITU-R M.2135 [IR08b]. Baseline
parameters in Table 8-2 and system simulation parameters in
Table 8-4 are applicable to all of the three performance meas-
ures. Additional parameters in Table 8-6 are specific to VoIP ca-
pacity only, while additional parameters in Table 8-5 are avail-
able for both CSE and cell edge user spectral efficiency in com-
mon. Thus, these two out of three are closely related to each
other in terms of parameters.

This is why this work focuses on CSE (cell capacity) and
takes in addition cell edge user throughput into consideration 1

for evaluation of LTE-A as an IMT-A candidate technology 2. It

1E.g. Fig. 9.7 and Fig. 11.12 illustrate for downlink and uplink, respectively,
the map of user throughput for each location in a relay enhanced cell,
which includes among others throughput achieved by users located at
cell edge.

2Average spectral efficiency and 5th percentile user spectral efficiency are
still important performance metrics for IMT-2020 (5G) [IR17a], which cor-
respond to original CSE and cell edge user spectral efficiency of IMT-A
(4th Generation (4G)), respectively. For both of them candidate technolo-
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is worthy of note, that up to now evaluation results have only
been provided by simulation; It is still an open issue to evaluate
CSE of LTE-A cellular systems by analytical model.

3.4.1 Cell Spectral Efficiency

The CSE, η, is defined mathematically in Eq. (3.12), as given in
ITU-R performance requirements [IR08a]. A system comprises
a population of N users and a network of M cells. χi denotes
the number of correctly received bits by a ith user on downlink
or from the ith user on uplink. T denotes a certain period of
time over which the data bits are received, and ω the channel
bandwidth.

η =

∑N
i=1 χi

T · ω ·M
(3.12)

Analyzing Eq. (3.12) in depth, three following terms user
throughput, cell capacity and CSE used in this thesis, are well-
defined mathematically.

The user throughput, throughputuseri , more precisely the
throughput achieved between a ith UT and its serving BS, is
the number of correctly received bits at or from the ith UT
averaged over the period of time for reception, Eq. (3.13).

throughputuseri =
χi
T

(3.13)

The cell capacity, capacitycell, more precisely the total through-
put achieved by all UTs located in a cell, is the sum of N UTs’
user throughput divided by the number of cells M , Eq. (3.14).

capacitycell =

∑N
i=1 χi
T ·M

=

∑N
i=1 throughputi

M
(3.14)

The CSE, CSE, is the cell capacity normalized to the channel
bandwidth ω, Eq. (3.15).

CSE =

∑N
i=1 χi

T · ω ·M
=
capacitycell

ω
(3.15)

gies shall be evaluated by system level simulation [IR17b]. VoIP capacity
of IMT-A is no longer a performance metric adopted for IMT-2020.
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4.1 Background

In 1985 B. Walke was the first to publish the structure and op-
eration mode of a packet-switching cellular multi-hop radio
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network in [WB85]. As stated in [LHX+10], "The first relay-
based cellular radio network was proposed in [WB85], which
was a consequence of merging ad hoc networks and cellular
networks." In 2000 Walke adapted the relay technology intro-
duced in 1985 to modern cellular mobile broadband systems in
[EVW01], [WPS03].

ITU-R has conferred IMT-A (4G) status to two technolo-
gies: 3GPP LTE and Institute of Electrical and Electronics En-
gineers (IEEE) 802.16m (Worldwide Interoperability for Mi-
crowave Access (WiMAX)). Both technologies include fixed
two-hop relays as one of their enablers. As of today, relays
were deployed in Universal Mobile Telecommunications Sys-
tem (UMTS) but are rarely used in LTE networks owing to the
progress made in smart antenna technology that is proved use-
ful to save cost related to relays. Relays, however, are expected
to be especially useful in 5G networks owing to the high path
loss present at 3-4 GHz carrier frequencies used in 5G.

Relays, especially when operating in half-duplex mode, have
been considered for traditional cellular networks as candidates
to enhance system capacity, extend cell coverage, and improve
cell edge user throughput in a cost-effective manner without
incurring high site and backhaul acquisition costs [PWS+04].

4.2 3GPP Self-Evaluation

To be able to evaluate performance of relay enhanced LTE-A
cellular systems and to promote comparison of evaluation res-
ults among candidate systems proposed, 3GPP has issued an
evaluation methodology document for system level simula-
tion, Annex A of [3GP10b]. Models to be used to account for
LoS probability, path loss, shadow fading and antenna pattern
on direct, backhaul and access links are defined therein along
with simulation assumptions and implementation parameters.

In 3GPP RAN1 #58 meeting of 2009, the channel model for
relay deployment was revised [CMC09a]. Path loss models
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include two separate components for LoS and NLoS propaga-
tions instead of a combination of both for direct, backhaul and
access links, respectively. Moreover, backhaul links get a bonus
of 5 dB to the NLoS path loss and a higher LoS probability from
each sector of donor macro site to relay site, if benefiting from
optimized relay site planning.

A number of companies in cooperation with research insti-
tutes have achieved preliminary performance results in past
3GPP RAN1 meetings, as summarized in Table 4.1. In these
contributions, LTE-A systems with Type 1 relays (cf. Chapter
2) are simulated on downlink for 3GPP Case 1 scenarios (cf.
Chapter 3) according to the updated evaluation methodology
adopting the latest agreed channel model [3GP10b]. Using a
eNB only case as baseline system1, a relay enhanced system
in comparison achieves a maximum performance gain with
respect to a chosen performance metric by deploying an op-
timum amount of RNs per cell. For each contribution, the per-
formance gain is given in Table 4.1 along with the performance
metric and the number of RNs, respectively. A cell is defined
as one sector of a three-sector site.

4.2.1 Nokia Siemens Networks [NN10]

In order to improve user experience and provide good cover-
age at cell edge, RNs are evenly distributed over the cell-edge
area, namely close to four edges, which are adjacent to neigh-
bor sites, out of six edges of a hexagonal sector cell. The more
RNs are deployed, the more UEs switch from eNB to RN; The
relay coverage is increased steadily with the increase of RNs.

Relay site planning can improve SINR of backhaul links.
However, backhaul links may be interfered by backhaul links
of the other two sectors of the same site, which makes site
planning difficult. Even when using directional antennas for
backhaul links and planning relay sites carefully, some RNs

1Both baseline scenario and baseline system refer to the scenario without
relays and the non-relay system as shown in Fig. 3.1.
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Table 4.1: 3GPP self-evaluation

source RNs performance performance
[doc] per cell metric [unit] gain

Nokia Siemens 4 aggregate throughput 40 %
Networks [NN10] per sector [Mbps]

Alcatel-Lucent 2 cell-average user 4 %
[AA09] throughput [bps/Hz/cell]

Intel (UK) 3 cell spectral 112 %
[Int10] efficiency [bps/Hz/sector]

Motorola 4 aggregate throughput 5 %
[Mot09] per sector [Mbps]

Qualcomm 4 median throughput 53 %
[Qua10] per UE [kbps]

Panasonic 4 aggregate cell 17 %
[Pan10] throughput [Mbps]

NEC 2 sector throughput 12 %
[NEC10] [bps/Hz]

NTT Docomo 4 cell throughput 15 %
[NTT11] [Mbps]

LG Electronics 4 mean UE 43 %
[LG 10] throughput [kbps]
Huawei 3 average cell 10 %
[Hua09] throughput [Mbps]

ZTE 10 average cell -2 % (loss)
[ZTE09] throughput [Mbps]

China Mobile 4 aggregate sector 40 %
[CMC09b] throughput [Mbps]
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may still suffer from inter-backhaul interference, which im-
pacts backhaul capacity and related RNs’ user throughput.

With a small number of RNs, e.g. 1 or 4 RNs per cell, SINR
of direct/access links is almost not improved but remains com-
parable to that of cells without RNs. With a large number of
RNs, e.g. 10 RNs per cell, SINR of direct/access links is de-
teriorated and gets even worse than that of cells without RNs,
because more relays bring despite stronger signal more inter-
ference at the same time. However, more relays always allow
more concurrent transmissions, which may enhance through-
put performance independent of SINR.

Cell-edge user throughput is a much more important per-
formance parameter, since most users are not close to macro
eNBs but roam in cell-edge areas. To maximize cell-edge
user throughput, a tradeoff in resource allocation is required
between backhaul links and direct/access links. E.g., con-
sidering Time Division Multiplexing (TDM) based resource
partition in an inband relay system, the best and optimum sub-
frame configuration for 4 RNs per sector is to allocate 2 out of
10 subframes to backhaul links and the remaining 8 subframes
to direckt/access links, respectively.

Then it turns out that 4 RNs per sector provide 40 % gain in
terms of aggregate sector throughput compared to the baseline
scenario, see Table 4.1. It is found that by increasing the num-
ber of RNs deployed per sector from 1 to 4, aggregate sector
throughput is improved considerably.

4.2.2 Alcatel-Lucent [AA09]

Different scheduling algorithms result in different system per-
formance in terms of throughput and fairness. A Proportional
Fair (PF) scheduler [TK09] is usually applied in LTE cellular
systems, because it achieves a good tradeoff between system
throughput and fairness among users.

In this study, semi-static resource allocation is assumed for
relay enhanced cellular systems, i.e., disjunct resource parti-
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tions of the bandwidth are allocated to the DeNB and its subor-
dinate RNs, respectively. PF scheduling is applied per hop, i.e.,
resources available at DeNB are scheduled to serve its UEs and
RNs via direct links and backhaul links, and resources available
at each RN are scheduled to serve its UEs via access links.

For comparison purpose, downlink system performance is
evaluated in terms of normalized cell-average user through-
put in bps/Hz/cell for both conventional cellular systems and
relay-enhanced cellular systems. The study’s finding is that
about a 4.15 % gain is achieved in cell-average user through-
put with two RNs per cell compared to cells without relays.

4.2.3 Intel (UK) [Int10]

Throughput of backhaul links is important for CSE of a relay
enhanced LTE system, since backhaul links tend to be bottle-
necks in two-hop eNB-RN-UE transmission.

Since backhaul links can be designed to have near LoS trans-
mission characteristics, spatial multiplexing on backhaul links
is an efficient way to improve system performance in case
of multiple relays. In this study, Multi-User Multiple Input
Multiple Output (MU-MIMO) is adopted for backhaul links
while Single-User Multiple Input Multiple Output (SU-MIMO)
is used for both direct links and access links. eNB and RNs
are equipped with 4 antennas, respectively, and UEs have 2
antennas.

By using spatial multiplexing on backhaul links, an increase
of CSE over cells without relays is achieved, namely up to 38
% in case of two RNs per cell. However, with three RNs per
cell performance severely degrades, resulting from too much
interference to backhaul links.

By employing both, directional antennas at relays and spatial
multiplexing on backhaul links, CSE of relay enhanced systems
is significantly improved, namely 74 % and 112 % for deploy-
ment scenarios with two and three RNs per cell, respectively,
compared to a deployment without relays.
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4.2.4 Motorola [Mot09]

Significant performance gains are realized with outband back-
haul to serve relays over the baseline scenario in terms of both
sector throughput and 5th percentile user throughput. Both of
them improve with increased number of relays per sector from
one to four.

For inband backhaul four models are studied: A assumes
a non-optimized relay site planning with an omnidirectional
antenna at relay; B incorporates an optimized relay site plan-
ning; C uses a directional antenna at relay; D combines B with
C. It is found that both sector throughput and 5th percentile
user throughput, generally, improve progressively for models
A through D. In model D, backhaul link performance is quite
poor and could be improved.

Concerning MBSFN subframe configuration it is found that
sector throughput performance is degraded by configuring two
backhaul subframes per frame (SFpF) compared to one back-
haul SFpF. This is because the quality of backhaul links is poor
on average for models A through D and the reduced through-
put due to resource consumption by backhaul links is poorly
compensated for by the increased throughput in relay sub-
cells. Sector throughput performance degrades continuously
with increased number of backhaul SFpF, say four and six.

On the other hand, 5th percentile user throughput is im-
proved by configuring two backhaul SFpF compared to one
backhaul SFpF, since relay-cell-edge users benefit from in-
creased backhaul capacity. However, 5th percentile user
throughput degrades for four and six backhaul SFpF, because
macro-cell-edge users are impacted by loss of donor subcell
capacity.

It is found that aggregate throughput per sector is better with
four RNs per sector than one RN per sector. Configuring one
backhaul SFpF in the best performing model D, four RNs per
sector improve aggregate sector throughput by about 5 % com-
pared to the baseline scenario.
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However, 5th percentile user throughput is substantially re-
duced with four RNs per sector compared to one RN per sector
owing to high interference experienced by relay-cell-edge users
with increased number of RNs per sector. Moreover, 5th per-
centile throughput is generally worse with relays than in the
baseline scenario, because access links to relay users increase
interference to direct links to macro-cell-edge users in a relay
enhanced system that applies aggressive frequency reuse.

4.2.5 Qualcomm [Qua10]

Two relaying models are compared, namely basic relays and
advanced relays. With basic relays, relays may transmit data in
any subframe that is not scheduled for backhaul transmission.

Advanced relays deploy a range extension cell-selection al-
gorithm and a cooperative silencing scheme. Macro cells do
not transmit but remain silent for a number of subframes dur-
ing each radio frame and these subframes are used by relays
to serve relay UEs that need range extension. As usual, ad-
vanced relays adopt subframe partitioning between resources
allocated to access links and backhaul links. In particular, some
of the subframes are used by relays to serve relay UEs, while
the remaining subframes are used by the macro cell to serve
both relays as well as macro UEs. This partitioning ensures that
relay UEs do not see interference from high-powered macro
cell signals and dominant interference from macro cells to re-
lay UEs is effectively mitigated. In addition, only relay UEs
located nearby relays are scheduled concurrently to macro cell
transmission.

It is found that advanced relays provide a gain of 53 % in
terms of median UE throughput by using two range extension
SFpF, whilst basic relays only achieve a gain of 32 %.
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4.2.6 Panasonic [Pan10]

The study says that aggregated cell throughput slightly im-
proves by increasing the number of subframes scheduled for
backhaul links. However, with 1 RN, 2 RNs and 4 RNs per cell
1-2, 2-3 and 3-4 backhaul SFpF are found sufficient, respect-
ively. Increase of the number of backhaul subframes decreases
donor-cell throughput; On the other hand, it increases relay-
cell throughput.

Aggregated cell throughput is improved by increasing the
number of RNs from one to four. Cell throughput gain of relay
systems is about 8 %, 16 % and 17 % with 1 RN, 2 RNs and 4
RNs, respectively, compared to the baseline system.

4.2.7 NEC [NEC10]

Impact of RN placement including distance between eNB and
RN, and impact of handoff bias for cell selection are investig-
ated to give an insight into RN deployment.

Placement of RNs close to eNB antenna main lobe is found to
achieve better performance in terms of sector throughput and
cell-edge user throughput compared to equidistant placement
of RNs. Further, eNB to RN distance shall be around 45 % of
ISD, which puts relays close to cell edges.

Handoff bias in favor of RN is found to expand the relay-cell
range and increase the number of UEs associated to a RN, and
thus improve sector throughput. However, biased cell selec-
tion, especially with a large bias value, reduces cell-edge user
throughput since UEs may choose a high interfered RN instead
of a eNB to be served.

Two RNs per sector cell, among others, increase sector
throughput by about 12 % compared to a non-relay system,
if RNs are placed close to eNB antenna main lobe, eNB to RN
distance equals 45 % ISD, unbiased cell selection is used, and
two SFpF are assigned for downlink backhaul transmission.
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4.2.8 NTT Docomo [NTT11]

Throughput gain of a fixed relay deployment scenario is found
to be greater than that of a random relay deployment scenario.
Moreover, the more relays are deployed, e.g. 4 RNs in a cell,
the higher cell-edge user throughput is achieved.

With 4 RNs per cell, 40 % of all UEs approximately are served
by RNs. The number of SFpF assigned to backhaul links sub-
stantially affects throughput of relay cell and 4 backhaul SFpF
appear to be a good choice.

Relays can improve overall cell throughput by about 15 %
compared to the baseline scenario with 4 fixed RNs per cell and
4 backhaul SFpF.

4.2.9 LG Electronics [LG 10]

The study finds that relays provide a substantial throughput
gain. Further, throughput is increased in a symmetrical relay
deployment compared to a random relay deployment.

With half-duplex relays, macro-UEs are interfered only by
macro cells during backhaul subframes, i.e., macro-UEs natur-
ally enjoy the "cooperative silencing" effect of relays; On the
other hand, UEs are interfered by both macro cells and relays
during access subframes.

Channel State Information (CSI) shall be measured and re-
ported separately in backhaul subframes and access subframes
to reflect this interference variation. Transmission to macro-
UEs, which experience severe interference from nearby re-
lays in access subframes, is multiplexed with transmission to
RNs in backhaul subframes. The multiplexing transmission
is found to provide noticeable throughput gains, especially, in
the interference-limited Case 1 scenario.

The study reports a 37 % gain on mean user throughput for
a symmetrical relay deployment with 4 relays compared to the
baseline scenario. The multiplexing transmission contributes
an additional gain of 6 % resulting in a sum total throughput
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gain of 43 %.

4.2.10 Huawei [Hua09]

The study assumes that an eNB can schedule RNs at 6 sub-
frames and schedule UEs at 10 subframes, while a RN can
schedule UEs at 4 subframes. In order to improve cell-edge UE
throughput, the PF scheduler is adjusted, so that RNs schedule
more resources to cell-edge UEs in access subframes, and eNBs
schedule more resources to RNs in backhaul subframes.

With 3 RNs dropped uniformly per cell, mean cell through-
put is found to be about 10 % higher than in the baseline scen-
ario.

4.2.11 ZTE [ZTE09]

Relays are shown to slightly improve data rate for users experi-
encing medium channel conditions, at the cost of slight degrad-
ation for users experiencing poor and good channel conditions.
In summary, relays with inband wireless backhaul do not con-
tribute to improve system capacity.

Assuming frequency reuse across eNB and RNs, given that
transmit power and antenna gain of eNB is much higher com-
pared to RNs, strong intra-cell interference from eNB to UEs
served by RNs significantly limits data rate on access links,
and shrinks downlink coverage area of RNs. Especially, in-
terference limited Case 1 scenarios, where eNB and RNs are
geographically crowed with aggressive frequency reuse, can-
not benefit from relays.

Mean cell throughput is about 2 % lower compared to the
baseline scenario with 10 RNs uniformly distributed per cell
without optimization of relay placement.

53



Chapter 4 – Related Work

4.2.12 China Mobile [CMC09b]

The resource partition ratio between access subframes and
backhaul subframes is configured as 2:1 and non-allocated re-
sources in backhaul subframes are assigned to macro UEs to
improve resource utilization.

The study finds that with increasing the number of RNs per
sector, the scheduling opportunity for a macro UE in a back-
haul subframe decreases until it approaches zero at 2 RNs per
sector. This is because resource reuse in RNs of the same sector
provides an enormous access link capacity that tends to over-
load the available backhaul link capacity. It is argued that this
causes throttling of total throughput of UEs served by RNs.

By introducing relays, aggregate sector throughput increases
compared to a non-relay system. With increasing the number
of RNs, sector throughput increases until 4 RNs are deployed.
Sector throughput is seriously limited by capacity of backhaul
links if more than 4 RNs are deployed. The maximum sector
throughput gain, compared to the baseline system, is achieved
with 4 RNs per sector in an amount of about 40 %.

It is said that total throughput of UEs served by RNs can
further be improved by using Spatial Division Multiple Access
(SDMA) on backhaul links, where multiple beams are aligned
from eNB to different RNs. Then, multiple RNs in a same sector
cell are served simultaneously over the same resource blocks,
which provides a multiplexing gain even under increased in-
terference level to backhaul links.

4.3 Summary

Some basic yet important factors have been studied in the
aforementioned works to understand their impacts on per-
formance of relay enhanced LTE systems. This gives some
hints on design and implementation of relay deployment.

However, all these works are based on system level simula-
tion. The throughput performance gain figures listed in Table

54



Validation Reference – 4.4

4.1 are quite disperse, ranging from −2 % to +112 %. Appar-
ently, quite differently sophisticated relay enhanced systems
have been studied ranging from non-optimized placement of
RNs up to spatial multiplexing applied to backhaul links using
MIMO technology. This makes it impossible to compare the
studies’ results easily. Further, different simulation platforms
and parameter settings have been used, some of which may
affect the results presented substantially.

It is obvious from the studies that relay enhanced systems

• may substantially increase throughput capacity of cellu-
lar systems like LTE and 5G,

• to be effective, will benefit from technologies as usual in
non-relay systems, and

• are especially sensitive to interference.

Nevertheless, relays are expected to be without competition
to serve heavily shadowed areas and to serve non-hotspot loc-
ations, where fibre cabling is missing.

4.4 Validation Reference

Sambale’s [Sam13] and Saleh’s [SmBR+11] studies are used as
references to validate our results. They have both simulated
LTE-A systems with Type 1 relays (cf. Chapter 2) on downlink
for ITU-R UMa or 3GPP Case 1 scenarios (cf. Chapter 3), and
evaluated throughput capacity of both non-relay systems and
relay enhanced systems.

4.4.1 Sambale

Optimum relay placement is investigated in Sambale’s study
[Sam13] to maximize CSE of relay enhanced cellular systems.

Three RNs per cell are found sufficient to achieve maximal
possible CSE increase almost completely. One RN shall be
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placed in BS antenna boresight direction at a distance of 0.95×
2/3× ISD from BS to RN. The other two RNs are placed sym-
metrically 18◦ apart from BS antenna boresight at a distance of
0.7× 2/3× ISD from BS to RN, respectively. All the three RNs
shall be mounted below rooftop at a height of 6.5 m.

RN transmit power has negligible impact on CSE and 20
dBm is enough to achieve close to maximum CSE. Association
of UT either to a BS or a RN according to maximum SINR,
achieves almost maximum CSE increase. CSE does not bene-
fit from association with SINR offset in favor of RNs, and thus
unbiased subcell selection between donor cell and relay cell is
used.

It is said that RNs shall be placed carefully to have LoS back-
haul link between serving BS and RN but NLoS radio propaga-
tion condition between interfering BSs and RN. CSE increase
mainly results from replacing a NLoS direct link by a LoS back-
haul link and a mostly LoS access link.

BS antenna down tilt has minor impact on CSE. Directional
antennas at RNs pointing towards serving BS or their UTs have
negligible impact on CSE, and omnidirectional antennas at RNs
are sufficient to achieve maximal CSE.

Three RNs per cell placed and configured optimally as stated
above achieve an increase of 80 % in CSE compared to cells
without RNs.

4.4.2 Saleh

In Saleh’s study [SmBR+11] two resource sharing models ap-
plicable to backhaul links in relay enhanced systems are com-
pared to each other with respect to throughput.

First, the reference model decides backhaul resource shares
among RNs according to proportion of the sum of through-
put achieved on access links of an RN to the total throughput
achieved on access links of all RNs in the cell, and prioritizes
relay UEs benefiting from good channel conditions on access
links by providing them with high backhaul throughput.
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Second, the hop-optimization model decides backhaul re-
source shares among RNs according to ratio of the number of
UEs served by an RN to the total number of UEs served by all
RNs in the cell, and prioritizes relay UEs suffering from bad
channel conditions on access links by maximizing their back-
haul throughput.

It is said that these models neither improve nor reduce
throughput of UEs served by direct links. It is found that
the hop-optimization model achieves a gain in 5 %-ile user
throughput without loss in average cell throughput, and thus
provides a more homogeneous user experience in relay cells,
compared to the reference model.

Compared to cells with eNB only, four RNs per cell achieve
a same gain of 30 % in average cell throughput with both
resource sharing models studied. The gain in 5 %-ile user
throughput is 23 % with the reference model and 38 % with the
hop-optimization model.

4.5 Further Work

In the Bibliography of this dissertation, the most recent related
work cited dates from 2015, which is introduced in the next
subsection; The bulk of papers appeared during 3GPP self-
evaluation from 2009 to 2011, which are introduced in previous
sections.

An extensive literature search reveals that simulation based
studies on the throughput capacity of relay enhanced LTE
systems deployed in the UMa scenario have been published
mostly in parallel to the standardization of 3GPP LTE Release
10 finalized in 2010. No related work based on analytical mod-
els is found to complement and validate the simulation studies.

In 2015 3GPP described use cases for study on LTE support
for Vehicle to Everything (V2X) services in Release 14 [3GP15].
E.g., the V2X system broadcasts a message warning vehicles
approaching the congested area of a traffic jam. The message is
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relayed by other vehicles on the road to extend the range of the
message and gives vehicles toward the congestion ample time
to change course.

In 2016 further use cases were given for study on enhance-
ment of support for V2X services in LTE Release 15 [3GP16].
E.g., vehicles traveling on the road can dynamically form a pla-
toon. A platoon manager real-time collects surrounding traffic
data from platoon members, and relays it to road side unit;
At the same time, the platoon manager real-time receives road
conditions and traffic information far away from the platoon
from road side unit, and relays them to platoon members.

Since then, another wave of publications is related to mobile
relays as specified for machine type communications and for
autonomous driving in LTE Releases 14 and 15, respectively.
However, these works, which are again based on system level
simulation, are not relevant to our work, since strict delay
bounds are to keep, there, and delay is not a performance
measure in our mathematical model.

4.5.1 Minelli

Minelli’s paper [MMCG15] compares the impact of two tradi-
tional schedulers, namely PF and Round Robin (RR)2 [TK09],
on the sector throughput of relay-enhanced LTE-A cellular net-
works by means of simulation.

In case of outband relaying, sector throughput steadily in-
creases with the number of RNs (#RNs) from 0 to 6 RNs per
sector by applying either RR or PF scheduling; The increase is
less significant under a lower cell load. Scheduling gain of PF
over RR grows with #RNs under a high cell load, but remains
approximately constant with #RNs under a low cell load.

In case of inband relaying, sector throughput constantly in-
creases with #RNs by applying RR scheduling, whereas by ap-

2An RR scheduler, also known as a resource fair scheduling approach, as-
signs an equal share of PRBPs in every radio frame to each UE in turn,
irrespective of their prevailing channel conditions.
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plying PF scheduling sector throughput stops increasing when
#RNs exceeds 3 RNs per sector. Scheduling gain of PF over RR
decreases with #RNs; A PF scheduler largely outperforms an
RR scheduler by deploying few RNs (less than 3 RNs per sec-
tor), whereas performance of RR scheduler approaches that of
PF scheduler when #RNs grows.

Scheduling gain of PF over RR increases with the data rate
on backhaul link. A PF scheduler does not gain much or even
performs worse than an RR scheduler in a poor inband back-
haul condition, where RNs may be in either LoS or NLoS to
their serving eNB and their interfering eNBs.

It is concluded that PF scheduling does not bring a consist-
ent performance improvement compared to RR scheduling in
three cases: 1) Many RNs (more than 3 RNs per sector) are de-
ployed in case of inband relaying, 2) data rate of backhaul link
is low, 3) network load is low in case of outband relaying. A
PF scheduler is not necessarily the right option for multi-hop
cellular networks; An RR scheduler seems to be a good choice
in the three abovementioned cases.
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5.1 Non-Relay System

Our analytical framework is able to evaluate a non-relay LTE
system with BS only, see Fig. 3.1. The framework comprises
modules as illustrated in Fig. 5.1: SINR distribution calcula-
tion, Signal Flow Graph (SFG) models for PHY, MAC and RLC
protocol layers in LTE, numeric conversion, location averaging
and user summation.

According to the IMT-A channel model (cf. Chapter 3) path
loss from transmitter to receiver considers both LoS and NLoS
radio propagation conditions, where LoS probability is a func-
tion of distance therebetween. Based on the channel model,
probability distribution of SINR is calculated for a link between
a UT position and the position of its responsible BS.

As illustrated in Fig. 5.1 (left), from Cumulative Distribu-
tion Function (CDF) of SINR for a certain link, protocol layer
specific SFG models constitute Moment Generating Function
(MGF) of resource consumption for this link. A protocol layer
specific MGF is a transform of probability distribution of the
amount of resources consumed to transmit a protocol layer spe-
cific SDU. An MGF comprises a success part corresponding to
an error-free transmission and a failure part representing an er-
roneous transmission. SFG models specific to PHY, MAC and
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…
…

CDF of throughput on a specific 

link

Figure 5.1: Capacity model

RLC layers deliver MGFs of resource consumption specific to
these three layers, respectively, as illustrated in Fig. 5.1 (right).

MGF of resource consumption for a certain link is numeric-
ally converted to CDF of throughput for this link. By overlay-
ing a grid onto a multi-cell scenario, say a 5 m × 5 m grid over
an 800 m × 800 m center area of the scenario, a CDF of SINR, a
MGF of resource consumption and a CDF of throughput can be
derived in sequential steps for any grid element. User through-
put map of multi-cell scenario shows mean throughput for each
grid element representing a potential UT location in the scen-
ario.

By location averaging, CDF of throughput for a user of a cell
is derived from all CDFs of throughput for grid elements in the
cell, each representing a small location area and altogether cov-
ering the whole area of the cell. By user summation, CDF of
cell capacity is derived from all CDFs of throughput for mul-
tiple users located in the cell.
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5.2 Relay Enhanced System

Our analytical framework is also capable to evaluate a relay
enhanced LTE system with wireless backhaul operated inband
as specified as mandatory in 3GPP LTE Release 10 [3GP10a].
The modeling framework is extended as illustrated in Fig. 5.2,
which comprises modules two-hop operation, location aver-
aging and user summation in a subcell, and subcell summation
among the other modules introduced in Fig. 5.1. A subcell may
be a relay cell or a donor cell as illustrated in Fig. 2.5, which are
the area covered by an RN and a BS, respectively.

The modules SINR probability distribution calculation, SFG
models for PHY, MAC and RLC layers, and numeric conver-
sion are also applied to a scenario extended with relays to cal-
culate CDF of SINR, MGFs of resource consumption on PHY,
MAC and RLC layers, and CDF of throughput consequently,
not only for direct link between BS and any arbitrary one-hop
UT location, but also for backhaul link between BS and any
given RN location, and access link between RN and any arbit-
rary two-hop UT location.

Applying location averaging, CDF of throughput for a user
located in a subcell is derived from all CDFs of throughput for
the user standing at various grid elements in the subcell. For a
relay subcell this takes only throughput on access link into ac-
count and does not represent user throughput of two-hop link.
For a donor subcell this accounts for throughput on direct link
and corresponds to user throughput of one-hop link. Applying
user summation, CDF of capacity for a subcell is derived from
all CDFs of throughput for multiple users located in the sub-
cell. Similarly, this considers capacity on all access links in a
relay subcell and capacity on all direct links in a donor subcell.

Two-hop operation calculates one output CDF with two in-
put CDFs: The first input is capacity on all access links of users
in a relay subcell, the second is throughput on backhaul link
of the relay subcell, and the output is capacity on all two-hop
links of users in the relay subcell.
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Figure 5.2: Capacity model extended for two-hop systems

Subcell summation calculates CDF of capacity for a cell,
given CDFs of capacity for each of its non-overlapping sub-
cells.
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6.1 Downlink

In cells with BS only, a UT on downlink is served by a BS and
interfered by neighbor BSs. Radio propagation conditions for
both signal and interferences may be either LoS or NLoS 1.

Notations are introduced as follows. Index i = 1, 2, ...,#sites
numbers sites in the scenario shown in Fig. 3.1 and j = 1, 2, 3
identifies sector cells in each site, where #sites is the total num-
ber of sites. Subscript i denotes a radio link from the BS site i
to an observed UT location and (i, j) for a radio link from the
BS sector antenna j at site i to the UT location. Among them,
subscripts iS and (iS , jS) denote a radio link where the one and
only signal propagates; All the others are radio links where in-
terference propagates.

A radio channel state at an observed UT location is defined
as a combination of LoS and/or NLoS radio propagation con-
ditions for signal and interferences. Each channel state has its
own probability and its individual SINR at the location of ob-
servation. bi ∈ {0, 1} denotes that radio wave propagates un-

1We assume throughout in our model that UTs are immobile thereby rep-
resenting a snapshot of the system.
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der either LoS or NLoS condition, where 1 and 0 represent LoS
and NLoS, respectively.

The probability of a channel state is product of either LoS
probability pLoS,i or NLoS probability pNLoS,i of each radio link,
Eq. (6.1) for a UT served by BS. pLoS,i and pNLoS,i are calculated
by Eqs. (3.1) and (3.2), respectively.

pBS =

#sites∏
i=1

bi · pLoS,i + (1− bi) · pNLoS,i, (6.1)

Eq. (6.2) calculates receive power of both signal and inter-
ferences 2. Receive power under either LoS or NLoS condition,
Prx,LoS and Prx,NLoS , are obtained by transmit power Ptx plus
both antenna gains at transmitter Gtx and receiver Grx, and
minus path loss under either LoS or NLoS condition, PLLoS
and PLNLoS , respectively. PLLoS and PLNLoS are calculated
by Eq. (3.5) and Eq. (3.6), respectively. Both Gtx and Grx are
calculated by Eq. (3.11).

Prx,(N)LoS = Ptx +Gtx +Grx − PL(N)LoS (6.2)

In a channel state, receive signal power depends on whether
signal propagates under LoS or NLoS condition, Eq. (6.3) for
a UT served by BS. Receive interference power is obtained by
summing up all individual receive power dependent on LoS or
NLoS condition and subtracting receive signal power, Eq. (6.4)
for a UT served by BS. Individual receive power under LoS
and NLoS conditions, PLoS,(i,j) and PNLoS,(i,j), are calculated
by Eq. (6.2). It is worth noting that for a UT served by BS,
receive powers from the three sectors of a site are different from
one another, however, the three radio links have a same radio
propagation condition, since the three BS sector antennas are
co-located at a common BS site.

SBS = biS · PLoS,(iS ,jS) + (1− biS ) · PNLoS,(iS ,jS) (6.3)

2Eq. (6.2) is applicable to both a UT/RN served by BS and a UT served by
RN.
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IBS =

#sites∑
i=1

3∑
j=1

bi · PLoS,(i,j) + (1− bi) · PNLoS,(i,j) − SBS (6.4)

Eq. (6.5) calculates SINR in a channel state 3. Receive sig-
nal power S and receive interference power I are calculated by
Eqs. (6.3) and (6.4), respectively, for a UT served by BS. Noise
power N in linear [mW ] domain is obtained by thermal noise
level −174 dBm plus noise figure of receiver nf in logarithmic
[dBm] domain, then times the bandwidth proportional to the
number of LTE subchannels #sch in linear [mW ] domain, each
of which spans a bandwidth of 180 kHz, Eq. (6.6).

SINR =
S

I +N
(6.5)

N = 10

−174 + nf
10 ·#sch · 180 · 103 (6.6)

6.1.1 Relay Enhanced Cell

In cells enhanced with RNs, an RN on backhaul downlink
besides the signal from its donor BS simultaneously receives
cochannel interferences from neighbor BSs. A UT on direct
downlink is served by a BS and interfered by neighbor BSs,
while a UT on access downlink is served by an RN and in-
terfered by neighbor RNs of its own and other sites.

The calculation in the preceding section applied to a UT
served by BS in cells with BS only is also applicable to both
a UT and an RN served by BS in cells enhanced with RNs.
Further, the calculation is slightly modified as follows to be
applicable to a UT served by RN.

In addition to notations introduced so far, index k = 1, 2, ...,#RNs
numbers relays in each cell, where #RNs is the number of RNs

3Eq. (6.5) is also applicable to both a UT/RN served by BS and a UT served
by RN. For a UT/RN served by BS, S and I are calculated by Eqs. (6.3)
and (6.4), respectively. For a UT served by RN, S and I are calculated by
Eqs. (6.8) and (6.9), respectively.
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per cell. Subscript (i, j, k) denotes a radio link from the RN k
in cell j of site i to an observed UT location. Among them, sub-
script (iS , jS , kS) denotes the one and only radio link of signal
propagation.

The probability of a channel state is given by Eq. (6.7)
for a UT served by RN, similar to Eq. (6.1) for a UT/RN
served by BS. b(i,j,k) ∈ {0, 1} represents either LoS or NLoS
radio propagation condition of a radio link. pLoS,(i,j,k) and
pNLoS,(i,j,k) are LoS and NLoS probabilities of the radio link,
respectively.

pRN =

#sites∏
i=1

3∏
j=1

#RNs∏
k=1

b(i,j,k) ·pLoS,(i,j,k)+(1−b(i,j,k))·pNLoS,(i,j,k)

(6.7)
In a channel state, receive signal power is given by Eq. (6.8)

for a UT served by RN, similar to Eq. (6.3) for a UT/RN served
by BS. Receive interference power is given by Eq. (6.9) for a UT
served by RN, similar to Eq. (6.4) for a UT/RN served by BS.
PLoS,(i,j,k) and PNLoS,(i,j,k) are individual receive power under
LoS and NLoS conditions, respectively.

SRN = b(iS ,jS ,kS) ·PLoS,(iS ,jS ,kS)+(1−b(iS ,jS ,kS)) ·PNLoS,(iS ,jS ,kS)
(6.8)

IRN =

#sites∑
i=1

3∑
j=1

#RNs∑
k=1

b(i,j,k)·PLoS,(i,j,k)+(1−b(i,j,k))·PNLoS,(i,j,k)−SRN

(6.9)
It is known from [Sam13] that throughput capacity is close to

optimum when deploying three RNs per sector cell. Consider
a center BS with nine RNs and one tier of six BSs each with nine
RNs, then there are 62 interfering RNs besides one serving RN
and 263 channel states for a UT served by RN. In principle,
the analytic method presented here is applicable to scenarios
with any number of RNs per cell, but requires excessive com-
putation cost owing to a large number of possible interferers
and their combinatorial complexity. Thus, rigorous simplific-
ation of interference modeling is needed for a UT served by
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RN. Radio propagation conditions between RN and UT are as-
sumed to be NLoS for those interfering RNs, which are quite far
away from the UT, namely those for which LoS probability is
below a threshold of 5%. This assumption reasonably reduces
the combinatorial complexity of the interference modeling, so
that the analytic method is able to evaluate performance of sys-
tems with three RNs per sector cell.

6.2 Uplink

Transmit power control is standardized for LTE uplink [3GP10e]
and the power control equation for PUSCH is specified as Eq.
(6.10). α · PL is the open-loop path loss compensation com-
ponent, where α and PL denote the fractional compensation
factor and the downlink path loss estimate, respectively. P0

represents the semi-static base level of transmit power. Then,
P0 + α · PL constitutes the basic open-loop operating point
for transmit power per RB. ∆TF denotes the MCS depend-
ent component, which allows transmit power to be adapted
according to information data rate. f(∆TPC) represents the
component depending on user specific transmit power control
commands. Then, ∆TF + f(∆TPC) constitutes the dynamic
offset of transmit power per RB. 10log10M is the bandwidth
factor, where M denotes the number of RBs actually allocated
to UE in a subframe. The total transmit power of UE in the
subframe P0 + α · PL+ ∆TF + f(∆TPC) + 10 log10M must be
limited by the maximum transmit power of UE Pmax.

Ptx = min
{
Pmax, P0 + α · PL+ ∆TF + f(∆TPC) + 10 log10M

}
(6.10)

Since SINR is independent on the number of allocated RBs,
the bandwidth factor is eliminated by taking one RB into con-
sideration. Further, the dynamic offset updated from subframe
to subframe is neglected, while the basic open-loop operating
point derived from static or semi-static parameters signalled
by BS is taken into account. In consequence, the power con-
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trol equation is simplified to Eq. (6.11) [BRRH11], which is ap-
plied to the following SINR calculation. Since radio propaga-
tion condition can be either LoS or NLoS, the path loss between
a UT and its serving BS is calculated according to Eq. (3.5) and
Eq. (3.6) for LoS and NLoS cases, respectively, and the trans-
mit power Ptx,LoS and Ptx,NLoS are determined according to
Eq. (6.11) by PLLoS(ds) and PLNLoS(ds), respectively.

Ptx,(N)LoS = min
{
Pmax, P0 + α · PL(N)LoS(ds)

}
(6.11)

Considering various radio propagation conditions, receive
signal power is calculated by Eq. (6.12) for LoS and NLoS
conditions between a UT and its serving BS, respectively. The
receive signal power under LoS condition Prx,LoS is obtained
by the transmit power under LoS condition Ptx,LoS , plus both,
the antenna gain at transmitter Gtx and the antenna gain at re-
ceiver Grx, respectively, minus the path loss under LoS condi-
tion PLLoS(ds). Eq. (3.11) calculates the antenna gain for both,
transmitter and receiver. The receive signal power under NLoS
condition Prx,NLoS is obtained in the same way.

Prx,(N)LoS = Ptx,(N)LoS +Gtx +Grx − PL(N)LoS(ds) (6.12)

Taking shadow fading into account, Eq. (6.13) expresses
Probability Density Function (PDF) of receive signal power.
Since path loss is distributed log-normally under both LoS
and NLoS radio propagation conditions as Eq. (3.7) and Eq.
(3.8), respectively, receive power has a log-normal distribu-
tion in [mW ] domain for each case correspondingly. More
precisely, the receive signal power Prx in [dBm] domain is dis-
tributed normally with mean Prx,LoS and variance σLoS2 under
LoS condition, and mean Prx,NLoS and variance σNLoS2 under
NLoS condition. The probabilities for LoS and NLoS condi-
tions between a UT and its serving BS pLoS(ds) and pNLoS(ds)
are obtainable from Eq. (3.1) and Eq. (3.2), respectively. Since
radio wave propagates randomly under LoS and NLoS condi-
tions, PDF of the receive signal power is the sum of these two
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normal distributions weighted by their respective probabilities.

PDF [Prx,S ](x) =

pLoS(ds) ·
1√

2σLoS2π
e
−

(x− Prx,LoS)2

2σLoS2 +

pNLoS(ds) ·
1√

2σNLoS2π
e
−

(x− Prx,NLoS)2

2σNLoS2

(6.13)

Considering various radio propagation conditions, receive
interference power is calculated by Eq. (6.14), which is similar
to but more complex than calculation of receive signal power.
Accordingly, radio propagation condition from a UT to the BS
serving the UT can be either LoS or NLoS, where Ptx,LoS and
Ptx,NLoS denote respective transmit power. Radio wave can
propagate from the UT to the reference BS interfered by the
UT under either LoS or NLoS condition, where PLLoS(di) and
PLNLoS(di) denote respective path loss. The BS of a sector cell,
which performance is evaluated, is called here the reference
BS. Either LoS or NLoS from the UT to the serving BS can be
arbitrarily combined with either LoS or NLoS from the UT to
the reference BS, where Prx,LoS,LoS denotes receive interference
power for LoS to both the BSs, Prx,NLoS,LoS for NLoS to the
serving BS but LoS to the reference BS, Prx,LoS,NLoS for LoS to
the serving BS but NLoS to the reference BS, and Prx,NLoS,NLoS
for NLoS to both the BSs.

Prx,(N)LoS,(N)LoS = Ptx,(N)LoS +Gtx +Grx − PL(N)LoS(di)
(6.14)

Taking shadow fading into account, Eq. (6.15) expresses PDF
of receive interference power. Four normal distributions are
summed by their individual weight, which correspond to those
four combinations specified above, respectively. For each com-
bination, mean is calculated by Eq. (6.14), variance is depend-
ent on the radio propagation condition between the UT and the
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reference BS interfered by the UT, and weight is probability for
the specific condition between the UT and the serving BS times
probability for the specific condition between the UT and the
reference BS.

PDF [Prx,I ](x) =

pLoS(ds) · pLoS(di) ·
1√

2σLoS2π
e
−

(x− Prx,LoS,LoS)2

2σLoS2 +

pNLoS(ds) · pLoS(di) ·
1√

2σLoS2π
e
−

(x− Prx,NLoS,LoS)2

2σLoS2 +

pLoS(ds) · pNLoS(di) ·
1√

2σNLoS2π
e
−

(x− Prx,LoS,NLoS)2

2σNLoS2 +

pNLoS(ds) · pNLoS(di) ·
1√

2σNLoS2π
e
−

(x− Prx,NLoS,NLoS)2

2σNLoS2

(6.15)

Given a cochannel UT is located in a specific cell area, PDF
of interference power received by the reference BS from the
cochannel UT PDF [Iarea], is obtained by PDF of interfer-
ence power received from the cochannel UT at some location
PDF [I(x,y)] integrated over the specific area and then normal-
ized by the area size, Eq. (6.16). PDF [I(x,y)] is expressed by Eq.
(6.15).

PDF [Iarea] =
{

(x,y)∈area

PDF [I(x,y)]

Aarea
(6.16)

The specific cell area, where a cochannel UT is located, var-
ies dependent on reuse partitioning techniques applied. E.g.,
by applying hard frequency reuse, the cochannel UT may be
located anywhere in a neighboring cell. By applying reuse par-
titioning, however, the cochannel UT is restricted to a certain
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part of a neighboring cell. Reuse partitioning is presented in
detail in Chapter 11.

Taking all interferences simultaneously received by the refer-
ence BS from multiple neighboring cells into consideration, Eq.
(6.21) calculates PDF of total interference. PDF [Ii], denoting
PDF of interference from the ith neighboring cell, is calculated
by Eq. (6.16). In logarithmic [dBm] domain total interference
is the power sum of all interferences, and PDF of total interfer-
ence is derived from PDFs of individual interference by logar-
ithmic convolution 4, equivalent to a sum of all interferences
and a convolution of their PDFs in linear [mW ] domain. As
individual interference is calculated in [dBm] domain in pre-
vious steps, PDF of total interference is derived by recursive
application of logarithmic convolutions to PDFs of individual
interference from each neighboring cell.

PDF [I∑] = PDF [I1] ∗log PDF [I2] ∗log ... ∗log PDF [I#cell−1]
(6.21)

4Let X and Y be two independent random variables in logarithmic [dB]
domain, gX(x) and gY (y) be PDFs for X and Y , respectively. Then, a
power sum R of X and Y is defined as

R = 10 log
10
(10

X

10 + 10

Y

10 ). (6.17)

PDF for R, gR(r), is derived by logarithmic convolution of gX(x) and
gY (y), namely

gR(r) = gX(x) ∗log gY (y). (6.18)

Logarithmic convolution is calculated as Eqs. (6.19)-(6.20), which is ana-
lytically derived in [PS96].

gR(r) =
r∫

−∞

gX(z)gY (D(r, z)) dz +

r∫
−∞

gX(D(r, z))gY (z) dz
(6.19)

D(r, z) = 10 log
10
(10

r

10 − 10

z

10 ) (6.20)
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Taking thermal noise besides cochannel interferences into
consideration, Eqs. (6.22) and (6.23) calculate PDF of inter-
ference plus noise, which mathematical derivation is given in
[MW11]. PDF [I∑] denotes PDF of total interference and is cal-
culated by Eq. (6.21). Noise power N in logarithmic [dBm]
domain is calculated by Eq. (6.24), corresponding to its calcu-
lation in linear [mW ] domain Eq. (6.6).

PDF [I∑&N ](x) = PDF [I∑](x) · 10

z

10

10

z

10 − 10

N

10

(6.22)

z = 10 log10(10

x

10 + 10

N

10 ) (6.23)

N = 10 log10(10

−174 + nf
10 ·#sch · 180 · 103) (6.24)

Eq. (6.25) calculates PDF of SINR received at a BS for a UT
location served by the BS. In linear domain SINR is the quotient
of signal power from a UT at the location, and total cochannel
interference power from UTs in neighboring cells plus thermal
noise power. Then, in logarithmic domain SINR is the sum
of signal power and negative interference plus noise power.
I.e., PDF of SINR PDF [SINR] is convolution of PDF of sig-
nal power PDF [Prx,S ] and PDF of negative interference plus
noise power PDF [I∑&N ](−x), which is the reflection of PDF
of positive interference plus noise power PDF [I∑&N ](x) in
the y-axis. PDF [Prx,S ] and PDF [I∑&N ](x) are calculated by
Eq. (6.13) and Eq. (6.22), respectively.

PDF [SINR](x) = PDF [Prx,S ](x) ∗ PDF [I∑&N ](−x) (6.25)

To get probabilities from PDF of SINR, an integral of a prob-
ability density over a certain interval is needed to find a prob-
ability mass. The probability that the (continuous) random
variable falls in an interval is the area under the PDF curve
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sandwiched by the interval. If the interval is infinitesimally
small, this approximation is good enough for the probability
that the (discrete) random variable equals the median of the in-
terval. Accordingly, PDF of SINR is sequentially divided into
0.1 dB intervals. For each of these intervals, the probability is
the probability of a channel state and the median is the SINR in
the channel state.

6.3 Maximum Ratio Combining

In HARQ with soft combining, incorrectly received TBs are
stored at the receiver rather than discarded, and when a re-
transmitted TB is received, all the received TBs are combined.
Chase Combining (CC) and IR are two main soft combining
methods in HARQ. In CC, every retransmission contains same
data and parity bits, and the receiver uses Maximum Ratio
Combining (MRC) to combine the received bits with the same
bits from previous transmissions.

In MRC, received signals from all diversity branches are
combined to maximize the SINR at combiner output. The out-
put SINR of MRC γMRC is given by Eq. (6.26) [WW99], where
γi denotes the instantaneous SINR of the ith diversity branch.
After the N th transmission, signal powers of an initial trans-
mission and all subsequent N − 1 retransmissions are summed
up to calculate the SINR resulting from MRC.

γMRC =

N∑
i=1

γi (6.26)

In our model the estimated SINR of the first transmission of
a TB is assumed to be the same as retransmissions following,
namely γi is identical with γ1 for all i = 2, 3, ..., N . Then, the
output SINR of MRC after the N th transmission is N times the
SINR of the first transmission in linear domain. E.g., energy
addition after the second transmission gives a 3 dB diversity
gain in logarithmic domain compared to the first transmission.
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7.1 Mathematic Fundamentals

In this chapter behavior of communication protocols and per-
formance of mobile radio networks are statistically analyzed by
means of SFG, where both data transmission errors and signal-
ing failures are taken into account.

Thinking of the SFG as a signal transmission system: Each
branch of the graph may be associated with a unilateral ampli-
fier, so that the signal traversing some branch is multiplied by
the gain of that branch; Each node acts as an adder and ideal re-
peater, which receives and algebraically sums the signals from
every incoming branch and then transmits the resulting signal
along each outgoing branch.

Various graph topologies and some reduction rules of SFGs
are discussed in details in [Mas53] and [Mas56]. Three basic
topologies, namely cascade, parallel and self-loop, and their
equivalence rules are most often applied in [Geh07] to analyze
communication protocols.
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a b a · ba · b

a + b

b
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1 1
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1 - g

g

(1)

(2)

(3)

Figure 7.1: Basic equivalences of SFGs

Fig. 7.1 illustrates three basic equivalences: The cascade
equivalence (1) eliminates the intermediate node by multiply-
ing both branch gains; The parallel equivalence (2) merges two
branches by summing their gains; The self-loop equivalence (3)
replaces the loop and its node by a single branch, whose gain is
the reciprocal of the loop difference (1− g), where g is the loop
gain.

Generally, these basic equivalences permit successive reduc-
tions to an SFG, until the only branch appears in the residual
graph. In this context, original branch gains are associated al-
gebraically, i.e. with addition, multiplication and division, to
form the gain of the residual branch.

Originally, SFGs are introduced by [Mas53] in order to ana-
lyze electronic circuits. In [LC89] and [LC93] SFGs are used
to find MGFs of the transmission time in order to analyze the
mean throughput and delay of ARQ protocols. This model
has been extended by [AN07] to matrix signal flow graphs to
enable the analysis of ARQ protocols with a hidden Markov
model for the forward and reverse channel.

In this thesis SFGs are applied to analyze LTE communic-
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ation functions and protocols, namely AMC scheme of PHY
Layer, HARQ protocol of MAC Layer and SR-ARQ protocol of
RLC Layer, identify MGFs of resource consumption from their
graphical description SFGs, and evaluate LTE system perform-
ance in terms of user throughput and cell capacity based on the
stochastic specification MGFs. An SFG serves to graphically
represent an MGF of resource consumption comprising a set of
equations, that are required to calculate user throughput of an
LTE protocol stack.

Suppose thatK is a discrete random variable and its possible
values are non-negative integers k ∈ N0. Then a Probability
Mass Function (PMF) PK(k) states the probability of the ran-
dom variable K taking a certain value k. The total probability
for all hypothetical outcomes of the random phenomenon is
one.

∞∑
k=0

PK(k) = 1 (7.1)

In stochastic theory, a MGF of a discrete random variable is
an alternative specification of its PMF. Thus, it provides the
basis of an alternative route to derive analytical results instead
of calculating directly with PMF. For a non-negative discrete
random variable K a PMF can be transformed to a MGF as fol-
lows.

GK(z) =

∞∑
k=0

PK(k) · z−k (7.2)

The completeness condition must hold for MGF, just the
same as for PMF.

GK(z = 1) = 1 (7.3)

Besides, mean and variance of a discrete random variable
can be deduced straightforwardly from the first order and the
second order derivative of its MGF, respectively.

K̄ =
∂

∂z
GK(z)|z=1 (7.4)
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σ2(K) =
∂2

∂z2
GK(z)|z=1 (7.5)

A given MGF can be retransformed to its corresponding PMF
by k times derivative of GK(z) with respect to z as follows.

PK(k) =
1

k!
·
(
∂k

∂zk
GK(z)

)
|z=0 (7.6)

Alternatively, GK(z) can be derived by the Z-transform from
PK(k), while PK(k) is the inverse Z-transform from GK(z).

PK(k) c sGK(z) (7.7)

As an example, the discrete unit impulse function δ(k) is a
simplest PMF, which is defied as follows. δ(k− k0) denotes the
PMF taking a time delay into account.

δ(k) =

{
1 for k = 0
0 for k 6= 0

(7.8)

MGFs corresponding to δ(k) and δ(k − k0) are given in the
following common Z-transform pairs, respectively.

δ(k) c s1 (7.9)

δ(k − k0) c sz−k0 (7.10)

Three basic properties of Z-transform are most interesting for
our application here, namely linearity, convolution and decon-
volution in co-domain correspond to linearity, multiplication
and division in Z-domain, respectively.

a1f1(k) + a2f2(k) c sa1F1(z) + a2F2(z) (7.11)

f1(k) ∗ f2(k) c sF1(z) · F2(z) (7.12)

f1(k) ∗−1 f2(k) c s F1(z)

F2(z)
(7.13)
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Figure 7.2: Calculation with PMFs in co-domain and with MGFs
in Z-domain

It is worth mentioning that f1(k) and f2(k) are two co-
domain functions, and F1(z) and F2(z) are their Z-transform
functions; they can be PMFs and their corresponding MGFs,
but they do not have to be.

As summarized in Fig. 7.2, there are two possible ways to
derive a PMF resulting from given PMFs in our mathematical
analysis, namely either mediately in Z-domain or directly in
co-domain.

One option is firstly to transform the given PMFs to their
corresponding MGFs, by Eq. (7.2) or Z-transform. And then
algebraic calculations, namely linearity, multiplication and di-
vision, are applied to these MGFs to derive the MGF corres-
ponding to the result PMF. Finally the result is retransformed
from Z-domain to co-domain, by k times derivative as Eq. (7.6)
or inverse Z-transform.

The other option is to derive the resulting PMF directly from
the given PMFs, so that neither transform nor retransform
between co-domain and Z-domain, nor algebraic calculation
in Z-domain are necessary. Thereby, linearity, convolution and
deconvolution are applied in co-domain, which correspond to
linearity, multiplication and division in Z-domain, respectively.
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A CDF CK(k) expresses the probability that a discrete ran-
dom variable K has a value lower than or equal to k. Thus,
CK(k) is a non-decreasing and right-continuous step function
with the limits limk→0CK(k) = 0 and limk→+∞CK(k) = 1. The
CDF can be derived by consecutively summing up the corres-
ponding PMF.

CK(k) =
k∑
i=0

PK(i) (7.14)

If a discrete random variable K attains values k1, k2, ... ki
... with non-zero probabilities PK(k1), PK(k2), ... PK(ki) ...,
then the CDF of K is discontinuous and jumps at these points
k1, k2, ... ki ... and constant in between. The discontinuity of
CDF is owing to the pulse form of PMF of the discrete random
variable.

Referring to Eq. (7.2) a general expression of MGFs is a
weighted sum of powers of the variable with non-positive in-
teger exponents. For the sake of simplicity, a slightly amended
form of MGFs is introduced into this work, where the integer
exponents are non-negative instead of non-positive. And then,
the amended MGFs are generally expressed as a weighted sum
of powers of the variable with non-negative integer exponents.
Thus, the following relationship holds for MGFs between their
original form GK(z) and their amended form G′K(z).

GK(z) = G′K(z−1) (7.15)

In the following, unless otherwise stated, MGFs refer to the
amended form andGK(z) denotes the amended form of MGFs.

7.2 SFG Models for LTE Performance Evaluation

The MGF of resource consumption for a lower protocol layer
is an input to the SFG model of a next higher protocol layer
to calculate the MGF of resource consumption for the higher

82



SFG Model for AMC Scheme of PHY Layer – 7.3

SFG Model for MAC Layer

· Hybrid - automatic repeat request

· Chase combining

· Resource assignment failure

· Feedback misdetection

SFG Model for PHY Layer

· Adaptive modulation & coding

· Various radio channel states

· Physical resource block pairs assigned to 

transmit a transport block

· Turbo coded M-QAM block error rate
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· Max. # of SR-ARQ retransmissions

· Probability of feedback loss

· Probability of timer expiration

Figure 7.3: Signal flow graph models for LTE analysis

layer, see Fig. 7.3. Thereby, various aspects of the LTE sys-
tem protocol layers are modeled and analyzed. On PHY layer,
AMC scheme, various radio channel states, PRBPs assigned to
transmit a TB, turbo coded M-QAM BLER and overhead in LTE
radio frame are taken into account. On MAC layer, HARQ pro-
tocol, CC, resource assignment failure and feedback misdetec-
tion are accounted for. On RLC layer, segmentation of one RLC
SDU into several RLC PDUs, SR-ARQ protocol, feedback loss
and timer set to wait for upcoming feedbacks are considered.

7.3 SFG Model for AMC Scheme of PHY Layer

Following the AMC scheme [3GP10e] the SFG for PHY layer is
shown in Fig. 7.4. GKPHY

(z) represents the MGF of the number
of PRBPs consumed to transmit a TB on PHY layer.

The transmission on PHY layer is differentiated into N cases

83



Chapter 7 – Signal Flow Graph Models
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Figure 7.4: SFG for PHY layer

with respect to probability pi of radio channel state and its re-
lated MCS. The ith radio channel state consumes a number
#PRBPi of PRBPs to transmit a TB with a given size accord-
ing to the MCS chosen for the ith channel state. Each case
i = 1, 2, ..., N is split into two branches with respect to the BLER
εi resulting from the MCS and the channel state. The upper
and lower branches represent transmission with success and
failure, respectively. All the green paths in the figure repres-
ent correct transmission of TB on PHY layer and therefore be-
long to the group of successful transmission. All the red paths
represent transmission in error and belong to the group of un-
successful transmission. How to calculate #PRBPi and εi in a
channel state, is introduced in following subsections.

The SFG for PHY layer visualizes how the MGF of resource
consumption for PHY layer GKPHY

(z) is composed of indi-
vidual monomials z#PRBPi weighted by probability of channel
state pi. It also visualizes how the sequence of branches (green)
corresponding to the successful group suc[GKPHY

(z)] and the
other sequence (red) for the unsuccessful group err[GKPHY

(z)]
are composed of individual monomials, respectively. It is
worth mentioning owing to the amended form of MGFs in-
troduced in Eq. (7.15) that all the powers of variable z have
a positive exponent here; otherwise it should have a negative
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exponent as specified in Eq. (7.10).
By applying basic equivalences of SFGs in Fig. 7.1 to the SFG

for PHY layer in Fig. 7.4, the MGF for PHY layer, its success
part and its failure part are deduced, respectively, as Eqs. (7.16),
(7.17) and (7.18).

GKPHY
(z) = suc[GKPHY

(z)] + err[GKPHY
(z)] (7.16)

suc[GKPHY
(z)] =

N∑
i=1

(pi · (1− εi) · z#PRBPi) (7.17)

err[GKPHY
(z)] =

N∑
i=1

(pi · εi · z#PRBPi) (7.18)

The total probability for all radio channel states is one.

N∑
i=1

pi = 1 (7.19)

In order to show that the function GKPHY
(z) resulting from

SFG model for PHY layer is a valid MGF, we prove that the
completeness condition Eq. (7.3) is fulfilled for GKPHY

(z).

Proof:
Substituting Eqs. (7.18) and (7.17) into Eq. (7.16), we can get

the following formulation for GKPHY
(z).

GKPHY
(z) =

N∑
i=1

pi · z#PRBPi (7.20)

Let z be 1, then:

GKPHY
(z = 1) =

N∑
i=1

pi = 1 (7.21)

because of Eq. (7.19).
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I.e., the completeness condition is fulfilled for the function
GKPHY

(z). Q.E.D.

By applying inverse Z-transform, more precisely, the com-
mon Z-transform pair Eq. (7.10) and the basic Z-transform
property Eq. (7.11), Eqs. (7.16)-(7.18) in Z-domain are trans-
formed to Eqs. (7.22)-(7.24) in co-domain, correspondingly.
Please recall that both mathematic formulas, MGF in Z-domain
and PMF in co-domain, can be adopted for our mathematic
analysis.

PKPHY
(k) = suc[PKPHY

(k)] + err[PKPHY
(k)] (7.22)

suc[PKPHY
(k)] =

N∑
i=1

pi · (1− εi) · δ(k −#PRBPi) (7.23)

err[PKPHY
(k)] =

N∑
i=1

pi · εi · δ(k −#PRBPi) (7.24)

Obviously, both the success part of the PMF for PHY layer
suc[PKPHY

(k)] and the failure part err[PKPHY
(k)] are com-

posed of individual impulse functions δ(k − #PRBPi). Con-
sequently, the PMF for PHY layer PKPHY

(k), the sum of
suc[PKPHY

(k)] and err[PKPHY
(k)], is also composed of these

individual impulse functions.
The following Z-transform pairs hold between the PMF and

the MGF for PHY layer. Readers are reminded here, owing to
the amended form of MGFs introduced in Eq. (7.15), the MGF
here is the Z-transform of the PMF, once its variable z is re-
placed with z−1.

PKPHY
(k) c sGKPHY

(z−1) (7.25)

err[PKPHY
(k)] c serr[GKPHY

(z−1)] (7.26)

suc[PKPHY
(k)] c ssuc[GKPHY

(z−1)] (7.27)
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Figure 7.5: BLER versus SINR for MCSs of PDSCH

7.3.1 Block Error Rate

According to the turbo coded M-QAM BLER model [YRT09],
BLER is a function of both, reference efficiency of MCS r and
SINR γ.

BLER = P (r, γ) = 1− (
1

1 + e−k1γ+k2+k3r+k4r2+k5r3
)k6r (7.28)

with coefficients k1 = 5.3432, k2 = −3.7311×101, k3 = 4.4981×
101, k4 = −7.2544, k5 = 6.3766× 10(−1) and k6 = 9.7172.

BLER versus SINR is shown with LTE MCSs as a parameter
in Fig. 7.5 and Fig. 7.6 for PDSCH and PUSCH 1, respect-
ively. They are calculated with Eq. (7.28) based on reference
efficiency of MCSs in Table 2.4 and Table 2.5 for PDSCH and

1Please remember that we only focus on user data channels on down- and
uplink for calculating the throughput capacity of LTE systems.
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Figure 7.6: BLER versus SINR for MCSs of PUSCH

PUSCH, respectively. Curves from left to right in the figures
correspond to MCSs from top to bottom in the tables.

AMC scheme of LTE systems chooses an appropriate MCS
based on a BLER threshold of 10% [CNST09], namely for a
given SINR of radio channel state the MCS providing a highest
possible reference efficiency and ensuring BLER not exceeding
the threshold is adopted. For each MCS, the asterisk on curve
marks the SINR just achieving the BLER threshold and repres-
ents the switching point from a previous lower order MCS to
this MCS.

7.3.2 Number of Physical Resource Block Pairs

A certain amount of radio resources are consumed to trans-
mit a TB with a given size dependent on the MCS chosen for
a specific radio channel state. The number of bits transmitted
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Figure 7.7: Number of REs per bit for MCSs of PDSCH

per PRBP is reference efficiency (the number of bits transmit-
ted per RE) for the MCS efficiencyMCS multiplied by 168 REs
per PRBP excluding a percentage of overhead ratiooverhead oc-
cupied for control signaling in a radio frame. Then, the num-
ber of PRBPs #PRBPs 2 required to transmit the TB is equal
to quotient of the number of bits in PHY PDU (TB plus CRC)
#bitsTB+CRC and the number of bits transmitted per PRBP
efficiencyMCS · 168 · (1− ratiooverhead).

#PRBPs =
#bitsTB+CRC

efficiencyMCS · 168 · (1− ratiooverhead)
(7.30)

The reciprocal term 1
efficiencyMCS

in Eq. (7.30) merely de-
pends on the MCS chosen. Since reference efficiency is the
number of bits transmitted per RE for a MCS, the reciprocal
of reference efficiency is interpreted as the number of REs con-
sumed per bit for the respective MCS. Fig. 7.7 and Fig. 7.8

2Alternatively, calculation of resource consumption can be based on the
number of REs #REs. Then, the variable #PRBPs in all the equations
involved is correspondingly replaced with the variable #REs.

#REs =
#bitsTB+CRC

efficiencyMCS · (1− ratiooverhead)
(7.29)
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Figure 7.8: Number of REs per bit for MCSs of PUSCH

show the number of REs required per bit for different LTE
MCSs of PDSCH and PUSCH, respectively, which correspond
to reference efficiency in Table 2.4 and Table 2.5, respectively.

It is worth mentioning that in real systems a certain amount
of PRBPs are scheduled to a user for transmission, and the size
of TB to be mapped to these PRBPs is determined by the num-
ber of PRBPs available and the MCS chosen according to Table
7.1.7.2.1-1 in 3GPP spec [3GP10e]. In our model a TB is as-
sumed to have an arbitrary but fixed length, and the number
of PRBPs consumed to transmit the TB is calculated with the
TB size assumed and the MCS chosen. Our model corresponds
to real systems in this manner.

7.4 SFG Model for HARQ Protocol of MAC Layer

Referring to the HARQ protocol [3GP10h], the SFG for MAC
layer is shown in Fig. 7.9. The SFG, which specifies the trans-
mission of a MAC PDU with at most j times transmission of a
TB on PHY layer, is recursively defined by the SFG, which de-
scribes the MAC transmission with at most (j − 1) times PHY
retransmission.
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Figure 7.9: SFG for MAC layer: recursion
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GKMAC,j
(z) represents the MGF of the number of PRBPs re-

quired to transmit a MAC PDU conditioned on j transmissions
of a TB on PHY layer. GKPHY,MAX−j+1

(z) represents the MGF
of resource consumption for the (MAX − j + 1)th transmis-
sion of the TB, whereMAX transmissions of the TB are permit-
ted by HARQ protocol at maximum. GKPHY,1

(z), GKPHY,2
(z),

..., GKPHY,MAX
(z) are derived with the SFG model for AMC

scheme of PHY layer based on the output SINR of MRC (cf.
Chapter 6) after the 1st, 2nd, ..., MAXth (final) transmission, re-
spectively.

The SFG for MAC layer consists of four stages, see Fig.
7.9. In stage 1, the transmission on MAC layer distinguishes
between successful and unsuccessful resource assignment,
where passign.error stands for the probability of control signal-
ing resource assignment failure. Both stage 1 subgraphs branch
into two stage 2 subgraphs, which represent correct and erro-
neous user data transmission on PHY layer, respectively. All
the four stage 2 subgraphs branch into three stage 3 subgraphs.
ACK represents the feedback for correct transmission, NAK
for erroneous transmission and DTX for resource assignment
failure. pA→B stands for the probability that A is detected as
B, since any feedback ACK, NAK and DTX can be detected or
misdetected as ACK, NAK and DTX. In stage 4, no retrans-
mission is caused for the detected ACK, but retransmission is
triggered by detecting either NAK or DTX, which initiates a
recursion.

According to Table 2.6, all the green paths representing a cor-
rect transmission of MAC PDU are collected into the successful
group and all the red paths for an erroneous transmission are
collected into the unsuccessful group.

The exit condition for the recursion is shown in Fig. 7.10.
The SFG specifies the transmission of MAC PDU with a final
transmission on PHY layer.

The recursively calculated MGF of resource consumption
for MAC layer is visualized by the respective SFG straightfor-

92



SFG Model for HARQ Protocol of MAC Layer – 7.4
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Figure 7.10: SFG for MAC layer: exit condition

wardly. The MGF of MAC layer for at most j times transmis-
sion of a TB on PHY layerGKMAC,j

(z), is recursively defined by
the MGF of MAC layer for at most (j − 1) times transmission
GKMAC,j−1

(z). On the other hand, GKMAC,j
(z) is elementarily

composed of the MGF of PHY layer for the (MAX − j + 1)th

transmission GKPHY,MAX−j+1
(z). Moreover, it also visual-

izes how the MGF parts corresponding to error-free trans-
mission suc[GKMAC,j

(z)] and erroneous one err[GKMAC,j
(z)]

are made up of the MGF parts for success suc[GKMAC,j−1
(z)]

and suc[GKPHY,MAX−j+1
(z)], and the MGF parts for failure

err[GKMAC,j−1
(z)] and err[GKPHY,MAX−j+1

(z)].
Applying basic equivalences in Fig. 7.1 to the SFG for the

recursion of MAC layer, the respective MGF is deduced and
can be stated as follows.

GKMAC,j
(z) = suc

[
GKMAC,j

(z)
]

+ err
[
GKMAC,j

(z)
]

(7.31)

suc
[
GKMAC,j

(z)
]

=

p¬assign.error · pACK→ACK · suc
[
GKPHY,MAX−j+1

(z)
]

+

[p¬assign.error · (pACK→NAK + pACK→DTX)+

passign.error · (pDTX→NAK + pDTX→DTX)]·
suc

[
GKPHY,MAX−j+1

(z)
]
· suc

[
GKMAC,j−1

(z)
]

+

p¬assign.error · (pACK→NAK + pACK→DTX)·
suc

[
GKPHY,MAX−j+1

(z)
]
· err

[
GKMAC,j−1

(z)
]

+
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[p¬assign.error · (pNAK→NAK + pNAK→DTX)+

passign.error · (pDTX→NAK + pDTX→DTX)]·
err

[
GKPHY,MAX−j+1

(z)
]
· suc

[
GKMAC,j−1

(z)
]

(7.32)

err
[
GKMAC,j

(z)
]

=

passign.error · pDTX→ACK · suc
[
GKPHY,MAX−j+1

(z)
]

+

(p¬assign.error · pNAK→ACK + pDTX · pDTX→ACK)·
err

[
GKPHY,MAX−j+1

(z)
]

+

passign.error · (pDTX→NAK + pDTX→DTX)·
suc

[
GKPHY,MAX−j+1

(z)
]
· err

[
GKMAC,j−1

(z)
]

+

[p¬assign.error · (pNAK→NAK + pNAK→DTX)+

passign.error · (pDTX→NAK + pDTX→DTX)]·
err

[
GKPHY,MAX−j+1

(z)
]
· err

[
GKMAC,j−1

(z)
]

(7.33)

Both Eqs. (7.32) and (7.33) are a sum of four terms. Interpret-
ing from the equations, transmission within at most j attempts
is successful or not, basically dependent on whether the trans-
mission succeeds in the (MAX − j + 1)th (this) attempt and
upcoming (j − 1) attempts or not. Consider this transmission
attempt succeeds and no retransmission follows, if the resource
assignment of this attempt is correctly detected, the MAC PDU
is successfully transmitted, see Eq. (7.32) 1st term; Otherwise
unsuccessful, Eq. (7.33) 1st term. This attempt fails, however,
no retransmission follows, which obviously results in an un-
successful transmission of the MAC PDU, Eq. (7.33) 2nd term.
Both in case this attempt succeeds and upcoming retransmis-
sions also succeed, and in case this attempt fails but upcoming
retransmissions succeed, transmission of the MAC PDU is suc-
cessful, see Eq. (7.32) 2nd and 4th terms. This attempt succeeds
but upcoming retransmissions fail, which result also depends
on the resource assignment of this attempt, Eq. (7.32) 3rd term
and Eq. (7.33) 3rd term. This attempt fails and upcoming re-
transmissions also fail, which clearly leads to an unsuccessful
transmission of the MAC PDU, Eq. (7.33) 4th term.
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The SFG for the exit condition visualizes how the respect-
ive MGF of resource consumption for MAC layer with a
final transmission GKMAC,1

(z) is composed of the MGF of
PHY layer for the MAXth transmission GKPHY,MAX

(z). Fur-
ther, it also visualizes how the MGF parts corresponding
to error-free and erroneous transmission of a MAC PDU,
suc[GKMAC,1

(z)] and err[GKMAC,1
(z)], are composed of the

MGF parts for successful and unsuccessful transmission of
a PHY TB, suc[GKPHY,MAX

(z)] and err[GKPHY,MAX
(z)], as fol-

lows.

GKMAC,1
(z) = suc

[
GKMAC,1

(z)
]

+ err
[
GKMAC,1

(z)
]

(7.34)

suc
[
GKMAC,1

(z)
]

= p¬assign.error · suc
[
GKPHY,MAX

(z)
]

(7.35)

err
[
GKMAC,1

(z)
]

=

passign.error · suc
[
GKPHY,MAX

(z)
]

+ err
[
GKPHY,MAX

(z)
]

(7.36)

Both resource assignment and feedback signaling can be de-
tected either correctly or incorrectly. Obviously, the sum of
probabilities for a detection and a misdetection is always one.

p¬assign.error + passign.error = 1 (7.37)

pACK→ACK + pACK→NAK + pACK→DTX = 1 (7.38)

pNAK→NAK + pNAK→ACK + pNAK→DTX = 1 (7.39)

pDTX→DTX + pDTX→ACK + pDTX→NAK = 1 (7.40)

In order to verify that the SFG model for MAC layer illus-
trated by Fig. 7.9 and Fig. 7.10 results in a valid MGF, it is
checked in the following that the completeness condition Eq.
(7.3) holds for the respective MGF for MAC layer formulated
by Eqs. (7.31)-(7.33) and Eqs. (7.34)-(7.36).

Proof by mathematical induction:
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Base case: Show that the statement holds for 1, i.e. GKMAC,1
(z =

1) = 1.
Substitute Eqs. (7.35) and (7.36) into Eq. (7.34), then:

GKMAC,1
(z) =

p¬assign.error · suc
[
GKPHY,MAX

(z)
]

+

passign.error · suc
[
GKPHY,MAX

(z)
]

+ err
[
GKPHY,MAX

(z)
]

(7.41)

Because of Eq. (7.37), then:

GKMAC,1
(z) = GKPHY,MAX

(z) (7.42)

Let z be 1, then:

GKMAC,1
(z = 1) = 1 (7.43)

because the MGF for PHY layer is proved to be valid in gen-
eral i.e. GKPHY,MAX

(z = 1) = 1.

Inductive step: Assume that the statement holds for k − 1,
i.e. GKMAC,k−1

(z = 1) = 1, show that the statement also holds
for k, i.e. GKMAC,k

(z = 1) = 1.
Substitute Eqs. (7.32) and (7.33) into Eq. (7.31) and let j be k,

then:

GKMAC,k
(z) = suc

[
GKMAC,k

(z)
]

+ err
[
GKMAC,k

(z)
]

=

(p¬assign.error · pACK→ACK + passign.error · pDTX→ACK)·
suc

[
GKPHY,MAX−k+1

(z)
]

+

(p¬assign.error · pNAK→ACK + passign.error · pDTX→ACK)·
err

[
GKPHY,MAX−k+1

(z)
]

+

{[p¬assign.error · (pACK→NAK + pACK→DTX)+

passign.error · (pDTX→NAK + pDTX→DTX)] · suc
[
GKPHY,MAX−k+1

(z)
]

+

[p¬assign.error · (pNAK→NAK + pNAK→DTX)+

passign.error · (pDTX→NAK + pDTX→DTX)] · err
[
GKPHY,MAX−k+1

(z)
]
}·
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GKMAC,k−1
(z) (7.44)

Let z be 1 and apply the assumption GKMAC,k−1
(z = 1) = 1,

then:

GKMAC,k
(z = 1) =

[p¬assign.error · (pACK→ACK + pACK→NAK + pACK→DTX)+

passign.error · (pDTX→ACK + pDTX→NAK + pDTX→DTX)]·
suc

[
GKPHY,MAX−k+1

(z = 1)
]

+

[p¬assign.error · (pNAK→ACK + pNAK→NAK + pNAK→DTX)+

passign.error · (pDTX→ACK + pDTX→NAK + pDTX→DTX)]·
err

[
GKPHY,MAX−k+1

(z = 1)
]

(7.45)

Substitute Eqs. (7.37)-(7.40) into the equation above, then:

GKMAC,k
(z = 1) = GKPHY,MAX−k+1

(z = 1) (7.46)

Since the MGF for PHY layer is proved to be valid in general
i.e. GKPHY,MAX−k+1

(z = 1) = 1, then GKMAC,k
(z = 1) = 1.

Since both, base case and inductive step have been per-
formed by mathematical induction, the completeness condition
holds for the MGF for MAC layer. Q.E.D.

Applying inverse Z-transform, namely the basic Z-transform
property Eqs. (7.11) and (7.12), MGFs Eqs. (7.31)-(7.33) and
Eqs. (7.34)-(7.36) are transformed into PMFs Eqs. (7.47)-(7.49)
and Eqs. (7.50)-(7.52), respectively. Please recall that PMFs
provide another way in co-domain for our mathematic analysis
as an alternative to MGFs in Z-domain.

PKMAC,j
(k) = suc

[
PKMAC,j

(k)
]

+ err
[
PKMAC,j

(k)
]

(7.47)

suc
[
PKMAC,j

(k)
]

=

97



Chapter 7 – Signal Flow Graph Models

p¬assign.error · pACK→ACK · suc
[
PKPHY,MAX−j+1

(k)
]

+

[p¬assign.error · (pACK→NAK + pACK→DTX)+

passign.error · (pDTX→NAK + pDTX→DTX)]·
suc

[
PKPHY,MAX−j+1

(k)
]
∗ suc

[
PKMAC,j−1

(k)
]

+

p¬assign.error · (pACK→NAK + pACK→DTX)·
suc

[
PKPHY,MAX−j+1

(k)
]
∗ err

[
PKMAC,j−1

(k)
]

+

[p¬assign.error · (pNAK→NAK + pNAK→DTX)+

passign.error · (pDTX→NAK + pDTX→DTX)]·
err

[
PKPHY,MAX−j+1

(k)
]
∗ suc

[
PKMAC,j−1

(k)
]

(7.48)

err
[
PKMAC,j

(k)
]

=

passign.error · pDTX→ACK · suc
[
PKPHY,MAX−j+1

(k)
]

+

(p¬assign.error · pNAK→ACK + passign.error · pDTX→ACK)·
err

[
PKPHY,MAX−j+1

(k)
]

+

passign.error · (pDTX→NAK + pDTX→DTX)·
suc

[
PKPHY,MAX−j+1

(k)
]
∗ err

[
PKMAC,j−1

(k)
]

+

[p¬assign.error · (pNAK→NAK + pNAK→DTX)+

passign.error · (pDTX→NAK + pDTX→DTX)]·
err

[
PKPHY,MAX−j+1

(k)
]
∗ err

[
PKMAC,j−1

(k)
]

(7.49)

PKMAC,1
(k) = suc

[
PKMAC,1

(k)
]

+ err
[
PKMAC,1

(k)
]

(7.50)

suc
[
PKMAC,1

(k)
]

= p¬assign.error · suc
[
PKPHY,MAX

(k)
]

(7.51)

err
[
PKMAC,1

(k)
]

=

passign.error · suc
[
PKPHY,MAX

(k)
]

+ err
[
PKPHY,MAX

(k)
]

(7.52)
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Figure 7.11: SFG for RLC layer: recursion for 2 segments
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7.5 SFG Model for ARQ Protocol of RLC Layer

According to the ARQ protocol [3GP10i], an example SFG for
RLC layer is shown in Fig. 7.11. Without loss of generality, it
is assumed that 1 RLC SDU is segmented into 2 RLC PDUs.
The model is generally applicable to any number of segments.
Similar to the SFG for MAC layer, the SFG for the transmission
of RLC SDU is specified as a recursion.

Firstly, the 1st segment is either transmitted successfully or
unsuccessfully on MAC layer, where MAX stands for the
maximum of transmissions permitted by HARQ protocol.
Secondly, the transmission of the 2nd segment either succeeds
or fails. Thirdly, the ACK feedback for the correctly transmitted
segment is received or lost, where ploss stands for the probab-
ility of ACK loss. Fourthly, the timer supervising upcoming
feedbacks in case of ACK loss is either run out or not, where
ptimeout stands for the probability of timer expiration. Finally,
retransmission is carried out for erroneously transmitted seg-
ments and for the segments, which are correctly transmitted
but experience ACK loss and timer expiration. There is no
retransmission performed for all the other cases.

According to Table 2.7, the transmission of a certain segment
succeeds, if the corresponding MAC SDU is correctly transmit-
ted on MAC layer, or the transmission on MAC layer is unsuc-
cessful but one of the next retransmissions is successful. The
transmission of the segment fails for all the other cases. Sim-
ilar to the SFG for MAC layer, a path is classified to the green
group, if both segments are successfully transmitted, or to the
purple group, if the 1st segment is transmitted correctly but the
2nd one is in error, or to the blue group, if transmission of the
1st segment is erroneous but the 2nd one is correct, or to the red
group, if both transmissions are unsuccessful. Merely the green
group represents a successful transmission of RLC SDU, while
all the other groups represent an erroneous transmission.

There is the case in retransmissions, that only one of the both
segments is transmitted. The SFG for the transmission of 1 seg-
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Figure 7.12: SFG for RLC layer: recursion for 1 segment
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Figure 7.13: SFG for RLC layer: exit condition for 2 segments

ment is shown in Fig. 7.12.
As exit conditions for the recursions, the SFGs for the trans-

mission of 2 segments and 1 segment within a final transmis-
sion on MAC layer are shown in Fig. 7.13 and Fig. 7.14, re-
spectively.

The MGF of resource consumption for the exit condition is
visualized by the respective SFG. The parts corresponding to
green, purple, blue and red groups are given as follows, re-
spectively.

GKRLC,2SEG,1
(z) = suc_suc[GKRLC,1

(z)] + suc_err[GKRLC,1
(z)]+

err_suc[GKRLC,1
(z)] + err_err[GKRLC,1

(z)] (7.53)
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Figure 7.14: SFG for RLC layer: exit condition for 1 segment

suc_suc[GKRLC,1
(z)] = suc[GKMAC,MAX

(z)]·suc[GKMAC,MAX
(z)]

(7.54)
suc_err[GKRLC,1

(z)] = suc[GKMAC,MAX
(z)] ·err[GKMAC,MAX

(z)]
(7.55)

err_suc[GKRLC,1
(z)] = err[GKMAC,MAX

(z)] ·suc[GKMAC,MAX
(z)]

(7.56)
err_err[GKRLC,1

(z)] = err[GKMAC,MAX
(z)] · err[GKMAC,MAX

(z)]
(7.57)

The MGFs of resource consumption for the recursions are
also visualized by the respective SFGs straightforwardly and
their mathematical formulas are omitted here.
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Throughput Capacity Calculation
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8.1 Resource, Error and Efficiency

Without loss of generality, assume that Eq. (8.1) is the MGF
of resource consumption for a certain protocol layer. pi rep-
resents the probability that an SDU with a given size is trans-
mitted on this protocol layer under the ith case. #PRBPi rep-
resents the number of PRBPs consumed for such a transmis-
sion. As Eq. (8.2), GKLayer

(z) can be rewritten to consist of two
parts, namely a success part suc[GKLayer

(z)] and a failure part
err[GKLayer

(z)]. ei in Eq. (8.3) is the probability that the trans-
mission is performed but fails and (pi − ei) in Eq. (8.4) is the
probability that the transmission is carried out and succeeds.
The conditional probability ei

pi
is the error rate of such a trans-

mission, while pi−ei
pi

is the success rate.

GKLayer
(z) =

N∑
i=1

(pi · z#PRBPi) (8.1)

GKLayer
(z) = suc[GKLayer

(z)] + err[GKLayer
(z)] (8.2)
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err[GKLayer
(z)] =

N∑
i=1

(ei · z#PRBPi) (8.3)

suc[GKLayer
(z)] =

N∑
i=1

((pi − ei) · z#PRBPi) (8.4)

Consequently, pi is the probability for consumption of re-
source #PRBPi, Eq. (8.5). pi is the probability for error ratio
equal to ei

pi
, Eq. (8.6).

Prob[Resource = #PRBPi] = pi, i = 1, 2, ..., N (8.5)

Prob[Error =
ei
pi

] = pi, i = 1, 2, ..., N (8.6)

Spectral efficiency measured in [bit/s/Hz] is the number of
correctly received user data bits normalized by the consumed
resource in time duration and in frequency bandwidth [CW13].
Payload represents the number of transmitted bits and, there-
fore, Payload · (pi−eipi

) is the number of correctly received bits.
#PRBPi represents the number of consumed PRBPs, each of
which occupies 1ms in time domain and 180 kHz in frequency
domain. Hence, #PRBPi · (10−3 ·180 ·103) is the consumed re-
source in [s·Hz]. Consequently, pi is the probability for spectral

efficiency equal to
payload· (pi−ei)

pi
#PRBPi·(10−3·180·103) , Eq. (8.7).

Prob[Efficiency[
bit

s ·Hz
] =

payload · pi−eipi

#PRBPi · (10−3 · 180 · 103)
] = pi,

i = 1, 2, ..., N(8.7)

8.2 User Throughput

User throughput measured in [bit/s] is the number of data
bits correctly transmitted by consuming the radio resources as-
signed to the user within one second. resource represents the
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number of PRBPs assigned to the user per second and, there-
fore, resource

#PRBPi
is the number of data packets, that can be trans-

mitted for the user within one second. Obviously, resource#PRBPi
· pi−eipi

is the number of data packets correctly transmitted within one
second. payload represents the number of data bits in a data
packet and, hence, payload· resource#PRBPi

· pi−eipi
is the number of data

bits correctly transmitted per second. Consequently, pi is the
probability for user throughput equal to payload· resource#PRBPi

· pi−eipi
,

Eq. (8.8).

Prob[throughput[
bit

s
] = payload · resource

#PRBPi
· pi − ei

pi
] = pi,

i = 1, 2, ..., N(8.8)

This equation is generally applied to calculate both, through-
put of direct/access link for UEs located in a donor/relay sub-
cell and throughput of backhaul link for RNs, which is re-
garded as a user from its DeNB’s perspective.

By implementing resource fair scheduling (cf. Chapter 4),
resource assigned to a user in a certain subcell is then the num-
ber of PRBPs available to the subcell divided by the number of
users located in the subcell. By configuring resource partition-
ing (cf. Chapter 10) among donor subcell, relay subcells and
backhaul links in a relay enhanced cell, the number of PRBPs
allocated to a certain subcell is just the number of PRBPs avail-
able to a sector cell multiplied by the resource percentage con-
figured for this subcell.

8.3 Cell Capacity

Assume that P1, P2, ..., P#point are all grid elements in a
cell/subcell and fP1(r), fP2(r), ..., fP#point

(r) represent PMFs
of user throughput at the respective grid elements. fPavg(r),
which represents PMF of throughput for a user located some-
where in the cell/subcell, is then the average of fP1(r), fP2(r),
..., fP#point

(r), since the user has an equal chance to be located
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at any grid element in the cell/subcell, Eq. (8.9).

fPavg(r) =
fP1(r) + fP2(r) + ...+ fP#point

(r)

#point
(8.9)

Assume that users U1, U2, ..., U#user are served by a same
cell/subcell and fUi(r) represents PMF of throughput for each
of these user Ui. Since capacity of a cell/subcell is the sum of all
user throughput achieved in the cell/subcell, fUsum(r) repres-
enting PMF of cell/subcell capacity is the convolution of fU1(r),
fU2(r), ..., fU#user

(r), Eq. (8.10).

fUsum(r) = fU1(r) ∗ fU2(r) ∗ ... ∗ fU#user
(r) (8.10)

8.3.1 Relay Enhanced Cell

For a relay subcell, backhaul link and access links usually
achieve different throughput and capacity, respectively. Ca-
pacity of two-hop links is the lower one of throughput on
backhaul link and capacity on access links, since either back-
haul link or access links may be the bottleneck limiting the
performance of two-hop links.

If probability for backhaul link to have a throughput of
rbackhaul equals to pbackhaul, Eq. (8.11), and probability for
access links to have a capacity of raccess equals to paccess, Eq.
(8.12), then probability for two-hop links to have a capacity
of min(rbackhaul, raccess) equals to pbackhaul · paccess, Eq. (8.13),
assuming independence of backhaul link and access links. I.e.,
if PMF of throughput on backhaul link and PMF of capacity
on access links are available, then PMF of capacity on two-hop
links is derived straightforwardly.

Prob[throughputbackhaul[
bit

s
] = rbackhaul] = pbackhaul (8.11)

Prob[capacityaccess[
bit

s
] = raccess] = paccess (8.12)
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Prob[capacity2hop[
bit

s
] = min(rbackhaul, raccess)] = pbackhaul·paccess

(8.13)
Assume that a relay enhanced cell consists of several subcells

C1, C2, ..., C#subcell, namely one donor subcell and #subcell− 1
relay subcells. fCi(r) represents PMF of capacity for the ith sub-
cell. As capacity of a relay enhanced cell is the sum of capacity
achieved in each of its subcells, fC∑(r) representing PMF of cell
capacity is the convolution of fC1(r), fC2(r), ..., fC#subcell

(r), Eq.
(8.14).

fC∑(r) = fC1(r) ∗ fC2(r) ∗ ... ∗ fC#subcell
(r) (8.14)

8.4 Cell Spectral Efficiency

CSE is one of the performance measures for IMT-A systems as
addressed in ITU-R performance requirements [IR08a]: "CSE
[bit/s/Hz/cell] is defined as the aggregate throughput of all
users divided by the channel bandwidth divided by the num-
ber of cells." Obviously, the CSE value is exactly the throughput
capacity [bit/s] of a whole sector cell normalized by the total
system bandwidth [Hz], which is available to each cell [cell].
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9.1 Scenario and System Parameters

The analytical model comprises various scenario and system
parameters without focusing concrete parameter values, cf.
Chapters 6, 7 and 8. Concrete parameter values are for the
first time introduced now, prior to discussing performance
evaluation results.

From implementation point of view, the analytical model is
implemented as a program. Parameters are defined as program
variables and their values are read in during program runtime.
Thereby, the program variables can be bound to any specific
values and the analytical model can be applied flexibly to any
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scenario assumptions and system configurations under consid-
eration.

To be able to validate the analytical model, parameter values
are selected to align this work with Sambale’s work [Sam13], so
that our analytical results can be compared to Sambale’s system
level simulation results in [Sam13].

Furthermore, a variety of resource partitioning configura-
tions, which parameter values are other than Sambale’s con-
figuration, are examined to investigate their effect on the per-
formance of relay enhanced systems.

9.1.1 UMa Scenario Parameters

Sambale states in [Sam13] Chapter 3 page 44, that the base
coverage urban test environment is investigated in his work.
Referring to [Sam13] Table 3.1 page 46, this test environment
corresponds to the deployment scenario UMa. In compliance
with Sambale’s work, we evaluate the LTE system in the UMa
scenario, cf. Chapter 3. Table 9.1 summarizes UMa scenario
parameters and their values as studied in this work taken from
IMT-A evaluation guidelines [IR08b] as follows.

• The number of BS antenna elements is allowed up to 8 for
reception and up to 8 for transmission, and the number
of UT antenna elements is allowed up to 2 for reception
and up to 2 for transmission, according to [IR08b] Table
8-2 page 13. In [Sam13] Chapter 4 page 63, in order to
validate results of the capacity model against simulation
results, MIMO transmission is not considered and SINR
is mapped to data rate according to MCS. In other words,
in Sambale’s simulation results the throughput capacity
is evaluated based on Single Input Single Output (SISO)
transmission and reception. In this work, one antenna
element is employed for transmission and another one for
reception at both BS and UT, since we aim to validate our
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Table 9.1: Parameters of UMa scenario

BS antenna height 25 m, above rooftop
number of BS antenna elements 1 tx, 1 rx
total BS transmit power 46 dBm for 10 MHz
BS antenna down tilt angle 12◦

UT antenna height 1.5 m
number of UT antenna elements 1 tx, 1 rx
maximal UT transmit power 24 dBm
minimum distance between
UT and BS

≥ 25 m

carrier frequency 2 GHz
layout hexagonal grid
inter-site distance 500 m
channel model UMa model
user distribution randomly and uniformly

distributed over area
BS antenna gain 17 dBi (boresight)
UT antenna gain 0 dBi (omni)
BS noise figure 5 dB
UT noise figure 7 dB
thermal noise level −174 dBm/Hz
traffic source full buffer
bandwidth 10 + 10 MHz (FDD)
number of users per cell 200

scheduling resource fair

results against other work related to SISO systems 1.

1To be able to evaluate a system employing multiple antenna elements
and supporting MIMO transmission and reception, our analytical model
would just need to take the array gain on each parallel stream of a MIMO
link into account in the SINR calculation introduced in Chapter 6. The
MIMO gain is mathematically derived in [GJP02]. Our analysis method
would then be well suited for MIMO based LTE-A and 5G systems, too,
without introducing much computational complexity.
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• "BS down tilt angle should be provided by proponents
per deployment scenario", as specified in [IR08b] Section
8 page 17. It is proposed in [Sam13] Chapter 5 page
126, that optimal BS antenna down tilt is about 12◦ in BS
only scenarios. Further, it appears reasonable to keep 12◦

down tilt unchanged when RNs are deployed, since dif-
ferent down tilt angles do not change cell capacity much.
Following this, a BS antenna down tilt angle of 12◦ is as-
sumed throughout this work.

• Number of users per cell is 10 in [IR08b] Table 8-5 page
15. In [Sam13] Chapter 5 page 100, 200 UTs are placed
per cell instead of 10 UTs to reduce the coefficient of vari-
ation in system level simulation resulting from too small
number of UTs per cell. We parameterize our scenario
accordingly.

• "Packets are scheduled with an appropriate packet sched-
uler(s) proposed by the proponents for full buffer and
VoIP traffic models separately", as specified in [IR08b]
Section 7 page 6. In [Sam13] Chapter 1 page 2, rate
fair scheduling is applied to achieve a same user exper-
ience ubiquitously independent of user locations within
the cell. However, it is introduced in Minelli’s paper
[MMCG15] that PF and RR (resource fair) are two most
commonly used schedulers. Thus, we do not take rate
fair scheduling into consideration. Further, it is found in
[MMCG15] that RR scheduling is a better choice than PF
scheduling to achieve maximum cell capacity for relay
enhanced LTE-A systems with more than 3 RNs per sec-
tor cell, cf. Chapter 4. Therefore, resource fair scheduling
is our favorite for this work 2.

2To be able to evaluate a system with PF scheduling, our analytical
model should just take the scheduling gain into account in Eq. (8.8).
The scheduling gain is mathematically derived in [CEA11] as the ratio
between the throughput obtained with a PF scheduler and the through-
put with an RR scheduler.
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• BS antenna height, total BS transmit power, maximal UT
transmit power, minimum distance between UT and BS
and carrier frequency are given in [IR08b] Table 8-2 page
13.

• UT antenna height is given in [IR08b] Table A1-2 page 30.

• Layout, ISD, channel model, user distribution, BS an-
tenna gain, UT antenna gain, BS noise figure, UT noise
figure and thermal noise level are given in [IR08b] Table
8-4 page 14.

• Traffic source and bandwidth are given in [IR08b] Table
8-5 page 15.

Fig. 9.1 illustrates the UMa scenario. Six BSs are placed
around one central BS, each establishing a site. Three sector-
ized antennas with a down tilt of 12◦ are employed by the BS
and mounted above rooftop in height of 25 m at 30◦, 150◦ and
270◦, respectively, each establishing a cell. The performance of
the central site is evaluated; the other sites serve to contribute
interference to the central site.

9.1.2 Relay Deployment Parameters

Besides parameters for a basic scenario, additional parameters
are required to represent relay deployment. Table 9.2 summar-
izes supplementary parameters for a relay enhanced UMa scen-
ario, which can be categorized into three groups: infrastructure
optimization related, resource configuration related, and chan-
nel model assumption related parameters.

For parameters of relay infrastructure, following values are
found as optimum in Sambale’s work [Sam13].

• The number of RNs per cell is set to 3 as a best solu-
tion to optimize system capacity, see [Sam13] Chapter
5 page 108. Three relays per cell appear to be the best
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Table 9.2: Parameters supplemented for relay enhanced UMa
scenario

number of RNs per cell 3

locations of RNs (0.95× (2/3× 500) m, 0◦)
(0.7× (2/3× 500) m, 18◦)
(0.7× (2/3× 500) m, −18◦)

RN antenna height 6.5 m, below rooftop
number of RN antenna elements 1 tx, 1 rx
total RN transmit power 20 dBm for 10 MHz
association SINR offset 0 dB
resource allocation between
BS and RNs

orthogonal

resource allocation among
RNs of a cell

reused

resource percentage for
direct links (BS↔ UT)

46 %

resource percentage for
backhaul links (BS↔ RN)

41 %

resource percentage for
access links (RN↔ UT)

13 %

RN antenna gain 0 dBi (omni)
RN noise figure 7 dB
path loss between RN and UT UMa model
path loss between BS and RN UMa model
path loss between BS and UT UMa model
LoS probability between
RN and UT

UMi model

LoS probability between
serving BS and RN

1

LoS probability between
interfering BS and RN

0

LoS probability between
BS and UT

UMa model

114



Scenario and System Parameters – 9.1

serving BS

interfering BS

instance UT
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instance UT

(85,50)

instance UT

(170,100)

Figure 9.1: UMa scenario

compromise between performance gain and infrastruc-
ture cost, since the highest cell capacity increase per ad-
ditional relay is achieved for up to three relays. Four
or more relays per cell are not worth considering ow-
ing to limited possible cell capacity increase. Table 4.1
confirms that deploying about 3 RNs per cell is a good
choice, since nine out of twelve different research teams
participating in 3GPP self-evaluation have also evaluated
scenarios with 3 to 4 RNs per cell.

• Locations of RNs are given in [Sam13] Chapter 5 page
104: For three RNs per cell, one RN is placed in BS an-
tenna boresight direction at a distance of 0.95 times cell
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diameter, where one cell diameter equals two thirds of
ISD. The other two RNs are placed symmetrically 18◦

apart from BS antenna boresight at a distance of 0.7 times
cell diameter. Placing three RNs properly at cell edge al-
most completely achieves maximal possible cell capacity
increase.

• RN antenna height of 6.5 m is optimal for 3 RNs per cell,
as shown in [Sam13] Figure 5.19 page 115.

• Association SINR offset of 0 dB appears to provide a close
to optimal capacity for 3 RNs per cell in [Sam13] Chapter
5 page 116, where a UT is either associated to a BS or an
RN dependent on best received mean SINR.

• RN transmit power of 20 dBm is found suitable for a cost
efficient and capacity close to optimal operation of 3 RNs
per cell, see [Sam13] Chapter 5 page 124.

• In Sambale’s simulation results, MIMO transmission is
not considered, see [Sam13] Chapter 4 page 63. In this
work, RNs employ one antenna element for transmission
and another one for reception, the same number of anten-
nas as BSs and UTs.

Besides these parameter values, diverse relaying deploy-
ment scenarios can be studied with our model, i.e. any number
of RNs per cell, any locations of RNs, any RN antenna height,
any RN transmit power and any association SINR offset.

3GPP technical report [3GP10b] Annex A Table A.2.1.1.4-3
page 72 also specifies reference parameter values for deploy-
ment of RNs in Case 1 scenario (cf. Chapter 3): Maximal RN
transmit power is set to 30 dBm for 10 MHz bandwidth; RN
antenna is mounted at a hight of 5 m; RN employs 2/4 trans-
mit and 2/4 receive antenna ports; The number of RNs per cell
and locations of RNs are not specified. Sambale’s study optim-
izes the number of RNs per cell and RNs’ locations in a cell, and
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then finds out a complete set of optimum values for the other
parameters based on the optimal relay placement, cf. Chapter
4. Hence, Sambale’s optimum values are regarded as default in
our study, instead of 3GPP’s reference values, especially for the
purpose of validating our results.
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Figure 9.2: Relay enhanced UMa scenario

Fig. 9.2 illustrates the relay enhanced UMa scenario, which is
developed based on the basic UMa scenario illustrated in Fig.
9.1. Three RNs per cell are placed 0.95, 0.7 and 0.7 cell diameter
away from the center BS in antenna boresight direction, counter
clockwise 18◦ and clockwise 18◦ rotated from the boresight dir-
ection, respectively. One omnidirectional antenna is employed
by the RN and mounted below rooftop in height of 6.5 m. One
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tier of six BSs each with nine RNs is taken into account for in-
terference consideration in the analytical evaluation.

Parameters with respect to radio resource are configured in
[Sam13] as follows.

• Resource allocation is illustrated in [Sam13] Figure 5.12(b)
page 108: In the first partition of a radio frame a BS serves
its UTs. In the second partition the BS transmits to its
RNs sequently. In the third partition all RNs serve their
UTs simultaneously, while the BS is not transmitting. In
other words, a BS and its RNs operate on orthogonal ra-
dio resources, while resources allocated to RNs of a cell
are reused among them. Besides, resources for backhaul
links are exclusively reserved and not available to direct
links and access links.

Further, Sambale addresses in another paper [SW12], that
a simultaneous transmission from BS and RNs to UTs in
same subframes, works only for one RN per BS. Other-
wise, BS would interfere other RNs within the same cell.
In other word, BS and RNs shall use orthogonal radio re-
sources in time or frequency domain, since otherwise mu-
tual interference would be too high to get any capacity
gain from deployment of relays.

• Resource partitioning is specified in [Sam13] Chapter 5
page 107: About 85% of frame resources are occupied by
BS, roughly 50% for serving UTs via direct links and 35%
to feed RNs via backhaul links. About 15% of frame re-
sources are used by RNs to serve UTs via access links.
Further, resource percentage can be measured more pre-
cisely from [Sam13] Figure 5.12(b) page 108: 46% for dir-
ect links, 41% for backhaul links , 13% for access links.

With these parameters, diverse resource allocation and re-
source partitioning can be studied, no matter whether re-
sources are allocated between a BS and its RNs on an ortho-
gonal or reused basis, and no matter how much percentage of
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resources are partitioned for direct, backhaul and access links,
respectively.

During 3GPP self-evaluation process several companies
have studied whether same radio resources shall be reused
by eNB and RNs to serve UEs, cf. Chapter 4. Following studies
show that in interference limited environment just like 3GPP
Case 1 or ITU-R UMa scenario (cf. Chapter 3), allocation of
orthogonal instead of reused radio resources to eNB and RNs
to serve its macro UEs and their relay UEs, respectively, is a
good choice.

1. ZTE’s study [ZTE09] assumes frequency reuse across
eNB and RNs. It turns out that deployment of relays
in this way does not bring any gain but a loss of 2%
compared to deployment without relays. Results reveal
that strong interference from eNB to UEs served by RNs
significantly limits data rate on access links, since eNB
and RNs are geographically crowed with aggressive fre-
quency reuse.

2. Qualcomm’s study [Qua10] proposes a cooperative silen-
cing scheme, where macro cells do not transmit and re-
main silent for a number of subframes during each radio
frame, and these subframes are used exclusively by re-
lays to serve relay UEs, so that relay UEs do not see in-
terference from macro cells. As a result, dominant inter-
ference from macro cells to UEs served by relays is effect-
ively mitigated. It turns out that the cooperative silencing
scheme contributes an additional gain of 21%.

3. LG Electronics’ study [LG 10] observes that macro UEs
naturally enjoy a cooperative silencing effect of relays
during backhaul subframes, namely all the relays simul-
taneously turn off their transmission to receive backhaul
signal from the macro cell. The study proposes that trans-
mission to macro UEs experiencing severe interference
in access subframes is multiplexed with transmission to
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RNs in backhaul subframes. As a consequence, interfer-
ence from relays to a considerable number of UEs served
by macro cells is mitigated. It turns out that the cooperat-
ive silencing effect contributes an additional gain of 6%.

Parameters of channel model are taken from [Sam13] as fol-
lows.

• Path loss, both between RN and UT and between BS
and RN, follows the UMa model in [Sam13] Chapter 3
page 49, since path loss model for the UMa scenario is
also valid for typical relay antenna heights expected to
be down to 5 m. This is exactly what IMT-A evaluation
guidelines specify in [IR08b] Annex 1 page 28: "The link
from a relay to a mobile station can be modeled with the
same models as the conventional link from a base station
to a mobile station. The links from base stations to relay
stations can be modeled with conventional links."

• LoS probability between RN and UT follows the Urban
Micro-cell (UMi) model 3 in [Sam13] Chapter 3 page 49,
because the optimized RN antenna height is expected
to be in the range of 5-10 m, which is much closer to
the BS antenna height in the UMi scenario. According
to IMT-A evaluation guidelines [IR08b] Table A1-3 page
31 and Table 8-2 page 13, LoS probability has individual
functions for UMa and UMi scenario, where BS antenna
is mounted in height of 25 m and 10 m, respectively.

• RN backhaul condition is assumed optimal in [Sam13]
Chapter 5 page 117. RNs are carefully placed below
rooftop so that the radio link to their serving BS is LoS

3In UMi channel model [IR08b], LoS Probability pLoS is defined as a func-
tion of distance d in m as follows.

pLoS(d) = min(18/d, 1) · (1− exp(−d/36)) + exp(−d/36) (9.1)

120



Scenario and System Parameters – 9.1

and the radio link to each of their interfering BSs is NLoS,
which leads to a highest possible SINR on backhaul link.
In other words, LoS probability is set to 1 between serving
BS and RN and 0 between interfering BSs and RN.

• Both Path loss and LoS probability between BS and UT in
the relay enhanced UMa scenario comply with the UMa
model, which is nothing other than in the basic UMa
scenario.

• RN antenna pattern is assumed omnidirectional in [Sam13]
Table 5.1 page 97. Consequently, RN antenna gain is set
to 0 dBi.

• RN noise figure is assumed 7 dB in [Sam13] Table 3.6
page 57.

It is stated in 3GPP technical report [3GP10b] Annex A page
70: "For 3GPP Case 1 relay scenario, the placement of relay
could be taken by two major steps. 1) Virtual relay place-
ment: A virtual relay is placed trying to enhance the cell edge
throughput or overall cell throughput. 2) Relay site plan-
ning: Finding an optimal place among N candidate relay sites
around the virtual relay which offers optimization of LoS prob-
ability and etc. The site planning procedure provides benefit
on backhaul SINR." Obviously, the optimization of RN loca-
tions achieves step 1, while the assumption of RN backhaul
condition reflects step 2.

9.1.3 LTE System Parameters

LTE system parameters relevant to this work and their stand-
ard values from experience are summarized in Table 9.3. These
parameter values have been used earlier for system perform-
ance evaluation by Ericsson Eurolab [Hoy13]. Ericsson re-
searchers say that some target values of LTE system paramet-
ers appeared in early versions of 3GPP specs, but are no longer
contained in the current version.
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Table 9.3: LTE system parameters

max. number of HARQ retransmissions 4-8
max. number of SR-ARQ retransmissions 1-3
probability of scheduling misdetection 1%

probability of ACK/NAK/DTX misdetection 0.1%

probability of ACK/NAK loss on RLC 0.1%

probability of ACK/NAK timeout on RLC 0.1%

• Maximal number of transmission repetitions is proposed
4-8 for HARQ protocol on MAC layer and 1-3 for SR-ARQ
protocol on RLC layer, respectively.

• Probability of PDCCH misdetection on PHY layer is set
to 1%, which is used for system evaluation by all 3GPP
proponents;

• Probability of HARQ feedback misdetection on MAC
layer is set to 0.1%, where a NAK or DTX is erroneously
interpreted decoded as an ACK, ACK or DTX as NAK,
and ACK or NAK as DTX;

• Probability of SR-ARQ feedback loss on RLC layer and
probability of SR-ARQ feedback timeout on RLC layer are
both assumed 0.1% in this work. In case of feedback loss,
an ACK or NAK is lost. In case of feedback timeout, the
timer waiting for an ACK or NAK is run out.

With these parameters, diverse HARQ and SR-ARQ pro-
cesses can be studied, e.g. no retransmission, only one repeated
transmission, and multiple repetitions, respectively.

9.2 Resource, Error and Efficiency

In this section, resource consumption, error rate and spectral
efficiency, which are closely related to user throughput and
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cell capacity, are analytically calculated with SFG models for
user locations within the basic UMa scenario with predefined
parameters, taking LTE protocol specific characteristics into ac-
count. For a user location, each performance measure is a ran-
dom variable owing to randomness of radio channel conditions
and control signaling errors.

Performance measures on MAC layer are presented as an ex-
ample here, assuming that one retransmission is permitted for
HARQ protocol at maximum. Results for RLC layer and based
on the assumption that more retransmissions are allowed, do
not differ much, which are shown in following subsections.
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Figure 9.3: CDFs of performance criteria on MAC layer at three
locations
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CDFs of resource consumption, error ratio and spectral effi-
ciency are shown for example locations in Fig. 9.3a, Fig. 9.3b
and Fig. 9.3c, respectively. Three example locations are as spe-
cified in Fig. 9.1 in the north east cell of the central site in the
basic UMa scenario, namely green, red and blue locations in an-
tenna boresight direction and 1/3, 2/3 and 1 cell radius away
from the center BS, respectively. One cell radius corresponds to
2/3 ISD.

It is worth mentioning, that all the performance measures
here are discrete random variables, which CDF is a step func-
tion with left closed and right open intervals, and takes a jump
at values of probability masses. Besides, CDF is plotted here
only for values, where its corresponding PMF has a non-null
probability. This leads to both jumps and spaces of a CDF curve
in diverse figures.

Owing to best radio channel conditions, a user at green loca-
tion consumes fewest resources, experiences lowest error ratio
and achieves highest spectral efficiency. Due to worst channel
conditions, a user at blue location consumes most resources, ex-
periences highest error ratio and achieves poorest spectral effi-
ciency. Then, the three example locations (85, 50), (170, 100),
and (255, 150) represent a best, medium and worst case, re-
spectively.

9.2.1 Protocol Layers

CDFs of resource consumption, error ratio and spectral effi-
ciency are plotted in Fig. 9.4a, Fig. 9.4b and Fig. 9.4c, re-
spectively, for the worst example location (255, 150). Perform-
ance measures on PHY, MAC and RLC layers are calculated
assuming that at maximum one retransmission is permitted by
HARQ protocol on MAC layer and another one retransmission
is allowed by SR-ARQ protocol on RLC layer to reduce residual
errors.

Even at the worst example location, there is only a neg-
lectable discrepancy in expected value of spectral efficiency
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Figure 9.4: CDFs of performance criteria on three protocol layers

between MAC layer and RLC layer.
Compared to PHY layer, the spectral efficiency of MAC layer

is improved; The error ratio is significantly reduced, since most
of the residual errors from PHY layer are corrected by retrans-
mission; Additional resources are consumed for retransmission
by HARQ protocol. Compared to MAC layer, the spectral effi-
ciency of RLC layer is further slightly improved; The extra re-
source consumption is caused by SR-ARQ retransmission; The
error ratio is reduced further because of the correction of resid-
ual errors resulting from MAC layer by retransmission. Hence,
error ratio is minimized not at a cost of spectral efficiency, but
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resource consumption.

9.2.2 Maximum of Retransmissions

1000 2000 3000 4000 5000

Resource Consumption on a Certain Layer at a Particular Point [RE]

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

C
D

F

(255,150), MAC maxHARQ=3
(255,150), MAC maxHARQ=2
(255,150), MAC maxHARQ=1
(255,150), MAC maxHARQ=0

(a) resource consumption

0 0.2 0.4 0.6 0.8 1

Error Rate on a Certain Layer at a Particular Point

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

C
D

F

(255,150), MAC maxHARQ=3
(255,150), MAC maxHARQ=2
(255,150), MAC maxHARQ=1
(255,150), MAC maxHARQ=0

(b) error ratio

0 0.5 1 1.5 2 2.5

Spectral Efficiency on a Certain Layer at a Particular Point [bit/s/Hz]

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

C
D

F

(255,150), MAC maxHARQ=3
(255,150), MAC maxHARQ=2
(255,150), MAC maxHARQ=1
(255,150), MAC maxHARQ=0

(c) spectral efficiency

Figure 9.5: CDFs of performance criteria for increasing maxim-
ums of HARQ retransmissions

In the MAC layer model, the maximal number of retransmis-
sions by the HARQ protocol is regarded as a most important
parameter. Impact of the maximum of retransmissions on sys-
tem performance is investigated for the worst example location
(255, 150) in Figs. 9.5a-9.5c. No retransmission is performed in
blue case, and maximal 1-3 retransmissions in red, green and
pink cases, respectively.
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CDFs of resource consumption in Fig. 9.5a increase with
the number 0-3 of retransmissions, while CDFs of error ratio
in Fig. 9.5b decrease and CDFs of spectral efficiency in 9.5c
increase correspondingly. Clearly, retransmissions cause re-
source consumption but reduce error ratio and improve spec-
tral efficiency.

Results of blue case are almost the same as results of PHY
layer, except that PDCCH misdetection is not taken into ac-
count for error ratio calculation on PHY layer but for MAC
layer, and MAC header is considered to be overhead for spec-
tral efficiency calculation on MAC layer, but payload for PHY
layer.

Even at the worst example location, the discrepancy in ex-
pected value of spectral efficiency is already at an acceptable
level among different maximums of retransmissions, so long as
more than one retransmission is performed by HARQ protocol
in MAC layer model.

Increasing the maximum number of retransmissions, expec-
ted value of resource consumption is slightly increased and
saturate, while error ratio is significantly reduced approaching
zero. Of particular importance, expected value of spectral effi-
ciency is raised converging to 0.3598 bit/s/Hz. It is found that
by employing HARQ protocol on MAC layer in LTE systems,
increasing the maximum number of retransmissions does not
deteriorate expected value of spectral efficiency, but improves
it a little bit. It is concluded that retransmissions of erroneously
received data, although consuming extra resources, revise re-
sidual errors left over by previous transmissions not at a cost
of spectral efficiency, but delay.

9.3 Throughput and Capacity

In this section results for both, user throughput and cell capa-
city are shown for downlink. Results are presented for three
system types, namely macro cell only, macro cell enhanced
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with three RNs connected by wireless backhaul, and macro cell
enhanced with three pico BSs connected by wired backhaul.

In both systems RNs/pico BSs are equally placed according
to relay deployment parameters in Table 9.2. Further, in both
systems radio resources are identically partitioned following
Table 9.2. In particular, radio resources allocated to backhaul
links in the RN enhanced system are unused in the pico BS en-
hanced system.

9.3.1 Map of User Throughput
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Figure 9.6: DL throughput map of BS only system

In the multi-cell scenario a 5m× 5m grid is introduced over
an 800 m × 800 m service area of the scenario. A multi-cell
scenario map of user throughput shows for each grid element
in the service area the mean throughput of a single user located
at the grid element.

Fig. 9.6, serving as baseline, shows the multi-cell scenario
map of user throughput for a system with macro cells only.
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Figure 9.7: DL throughput map of RN enhanced system

User throughput map for a system enhanced by three RNs per
cell is shown in Fig. 9.7 4, while user throughput map for a sys-
tem enhanced by three pico BSs per cell is shown in Fig. 9.8.
If radio resources allocated to backhaul links were also utilized
in the pico BS enhanced system, Fig. 9.8 would then be scaled
up dramatically.

It is visible in Fig. 9.6 that cell areas in antenna boresight and
nearby BSs achieve highest user throughput ≥ 12 × 104 bit/s
thanks to good radio channel conditions. Site edges, borders
between adjacent cells and circular areas close by BSs suffer
from strong cochannel interference from either neighbor BSs or
adjacent cells resulting in worst user throughput≤ 4×104 bit/s.

Donor cells and relay cells in Fig. 9.7 have exactly the same
coverage as donor cells and pico cells in Fig. 9.8, respectively.
Area sizes served by RNs/pico BSs 1, 2 and 3 (specified in Fig.
9.2) are 19%, 18% and 18% of a whole cell size, respectively.

4The computational cost for e.g. the result in Fig. 9.7 is about 10 days on a
64 computer cluster.
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Figure 9.8: DL throughput map of pico BS enhanced system

Relay/pico cells (hereafter referred to as small cell in com-
mon) 2 and 3, which are placed axis-symmetrically to antenna
boresight of a BS and partially lie in transition region between
cell edge and cell center, have the same but less coverage than
small cell 1 located in boresight of BS antenna at cell edge. A
donor cell and all three small cells together cover 45% and 55%
of a cell, respectively.

Comparing Fig. 9.7 with Fig. 9.8 to find their common trait,
areas in antenna boresight of the macro BS and nearby, and
center areas in small cells benefit from highest throughput, re-
spectively, thanks to good radio channel condition. Edge areas
of macro cells and edge areas of their small cells suffer from
lowest throughput, respectively, owing to strong cochannel in-
terference by adjacent macro cells and small cells, respectively.

Besides, small cells 2 and 3 have a same behavior in terms of
throughput owing to symmetry. small cell 2 has slightly higher
throughput than small cell 1, since radio resources assigned to
access links per user in small cell 2 are a little bit more than
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those in small cell 1, which results from the fact that the same
amount of radio resources is reused between small cells 1 and
2, but there are less users due to less coverage in small cell 2
than in small cell 1.

Comparing Fig. 9.7 to Fig. 9.8 to discover their characteristic
feature, users served by macro BSs see a same local throughput
in both pico BS enhanced and RN enhanced systems, owing to
use of a same macro BS antenna. Pico cell users are served with
higher throughput than relay cell users, because pico cells have
a wired backhaul not limiting any throughput on access links
as is the case with wireless backhaul of relay cells. Throughput
of the area served by relay cells is slightly lower than that of
the area directly served by macro cell, while throughput of pico
cells is a little bit higher than that of macro cell.

In addition, relay cell centers have lower throughput than
pico cell centers, but relay cell edges and pico cell edges have
comparable throughput. Access links of UTs located in center-
/edge areas of a relay cell and access links of UTs in center-
/edge areas of a pico cell apply comparably high/low valued
MCSs. For UTs of pico cells throughput is just determined by
their access links, while for UTs of relay cells throughput may
be limited by their backhaul links besides their access links. A
backhaul link of two-hop UTs, regardless whether located in
center or at edge of a relay cell, apply same MCSs merely de-
pending on radio channel conditions between donor BS and
RN. For UTs in center of relay cells the MCSs applied on back-
haul links are not high enough to satisfy the MCSs applied on
access links and then backhaul links become a bottleneck redu-
cing the throughput provided on access links 5. In contrast, for
UTs at edge of relay cells the MCSs applied on backhaul links
are high enough to support the MCSs applied on access links
and thus there exists such a bottleneck effect only marginally.

5During 3GPP self-evaluation process Intel (UK) [Int10] has observed the
same behavior and proposed to apply MIMO transmission on backhaul
to overcome the bottleneck, cf. Chapter 4.
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Intuitively, in Fig. 9.7 RNs bring yellow, green and cyan col-
ors to areas, that otherwise would appear in blue in Fig. 9.6.
Pico BSs bring even red and orange in addition to these areas
in Fig. 9.8. In summary, RNs contribute much and pico BSs
contribute even more to improve user throughput. It is fur-
ther visible, that UTs are served with a high location depend-
ent variance of throughput in Fig. 9.6, while UTs are served
much more fairly over the cell area in both Fig. 9.7 and Fig. 9.8.
Summarizing, both RN enhanced and pico BS enhanced sys-
tems have better fairness in terms of location dependent user
throughput compared to a system with macro BS only.

9.3.2 CDF of Aggregate Throughput

An aggregate throughput for a certain area is a total of user
throughputs of all users located within the area considered.
Since user locations, radio channel conditions and control
signaling errors etc. are all random variables, the aggregate
throughput is also a random variable which probability distri-
bution can be presented by a CDF. Grid elements introduced
in last section are considered as potential user locations in this
section.

CDFs of aggregate throughput are shown in Fig. 9.9a for
areas of small cell 1 and small cell 2, in Fig. 9.9b for areas of
donor cell and all the three small cells together, and in Fig. 9.9c
for area of a whole sector cell. Please note the abscissa scales
of these three figures are different from each other; Order of
magnitude is ×106 in the former two figures and ×107 in the
latter one figure. Small cell 3 omitted here has a same aggreg-
ate throughput as small cell 2, because they are placed axis-
symmetrically to antenna boresight of a macro BS.

CDFs are plotted only for throughput values, for which cor-
responding PMFs have non-null probability. E.g., the cyan CDF
of Fig. 9.9a jumps sharply from a probability of 9% to 100% at
the throughput of 3.1 × 106 bit/s, because its corresponding
PMF has a probability of 91% for this throughput value. Sim-
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ilar jumps can be found in the green curve of Fig. 9.9a and the
cyan curve of Fig. 9.9b.
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Figure 9.9: CDFs of DL aggregate throughput for various cell
areas

In Fig. 9.9a relay cell 2 has a slightly higher throughput than
relay cell 1, since the wireless backhaul link from BS to RN 2
has better radio channel conditions than the backhaul from BS
to RN 1. Pico cells 1 and 2 have a comparable throughput, be-
cause the wired backhaul from BS to pico BS 1 is not other than
the wired backhaul from BS to pico BS 2. In Fig. 9.9b both
RN enhanced system and pico BS enhanced system provide a
rather higher throughput over their small cells than over their
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donor cell, as desired.
In Fig. 9.9a pico cell 1 has a higher throughput than relay

cell 1, as expected. CDF for pico cell 1 also reveals the through-
put that can be provided by access links in relay cell 1. CDF
for relay cell 1 first follows CDF for pico cell 1 during its flat
phase, and then the relay CDF rockets when the pico CDF just
begins to surge steeply at a threshold of 3.1 × 106 bit/s. The
threshold reflects the throughput that can be provided by the
backhaul link for relay cell 1. It is worth mentioning that such
a threshold shall be well selected as high as necessary and as
low as possible. If the threshold was too low, then the through-
put of access links could not be covered by the throughput of
backhaul link; If the threshold was too high, then the through-
put of backhaul link could not be exhausted by the throughput
of access links. This observation is also valid for other small
cells and, as a consequence, for the case of all small cells to-
gether in Fig. 9.9b. Besides, donor cell has a same throughput
in both systems enhanced with small cells, no doubt.

In Fig. 9.9c, the RN enhanced system raises the throughput
significantly compared to the BS only system, owing to good
radio channel condition on access links associating two-hop
UTs to RNs and radio resource reuse on access links among
multiple relay cells. The pico BS enhanced system further
boosts the throughput in comparison to the RN enhanced sys-
tem, thanks to not only retaining both good channel condition
and resource reuse on access links but also employing wired
backhauls instead of wireless ones. If radio resources reserved
for backhaul links were utilized by access and direct links in
the pico BS enhanced system, CDFs for each individual pico
cell, a donor cell, all pico cells together and a whole sector cell
would be shifted to the right dramatically.

9.3.3 Mean of Aggregate Throughput

Referring to the green CDF in Fig. 9.9c as an example, there
is a 99% probability that the random parameter of aggregate
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throughput lies within an interval 6 of (1.65, 1.85) × 107 bit/s.
Similarly, intervals can be identified for other CDFs in Figs.
9.9a-9.9c aiming at a certain probability.

A mean of aggregate throughput is given for each area in the
form of both numbers in Table 9.4 and bar charts in Fig. 9.10.
In particular, the mean aggregate throughput for a whole sector
cell (cell capacity) is a most widely used performance measure
in 3GPP related works, cf. Table 4.1.

Table 9.4: DL aggregate throughput over some area in some sys-
tem ×107 [bit/s]

BS only 3 RNs 3 pico BSs 3 pico BSs
(59% resource) (100% resource)

donor cell 1.3441 0.8115 0.8115 1.3754
small cell 1 - 0.3053 0.3322 0.5631
small cell 2 - 0.3109 0.3321 0.5629
small cell 3 - 0.3109 0.3329 0.5642

all small cells - 0.9272 0.9972 1.6902
whole cell 1.3441 1.7386 1.8086 3.0654

The pico BS enhanced system is listed for two cases: The first
case, which utilizes the 59% radio resources only, allocates 46%
to direct links and 13% to access links just the same as the RN
enhanced system, cf. Table 9.2; The second case, which fully
utilizes the 100% radio resources in full, allocates besides the
59% the other 41% radio resources reserved for backhaul links
to direct links and access links according to their respective ra-
tios. Based on the first case, the second case raises the mean
of aggregate throughput for donor cell and pico cells, and con-
sequently the cell capacity by 69% = 1

1−41% − 1.
Three LTE system types considered are compared against

one another in terms of cell capacity. Compared to a system

6The probability and the interval here are something like but, in a strict
sense, shall not be misinterpreted as a confidence level and a confidence
interval, respectively.
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Figure 9.10: DL aggregate throughput over various areas in dif-
ferent systems [×107bit/s]

with BS only, a system enhanced with three RNs per cell im-
proves cell capacity from 1.3441× 107 bit/s by 29% to 1.7386×
107 bit/s. A system enhanced with three pico BSs per cell im-
proves cell capacity by 35% and 128% to 1.8086× 107 bit/s and
3.0654 × 107 bit/s in case of 59% and 100% resource usage, re-
spectively. Hence, the pico BS enhanced system is the winner
in terms of cell capacity.

9.4 Validation

Results based on system level simulation are used to validate
results derived from our analytical model. Sambale’s work
[Sam13] is taken into account as the first reference. Saleh’s
work [SmBR+11] is considered as the second reference.

Figure 9.11 shows CSE bar charts for deployments with and
without RNs from Sambale’s, Saleh’s and our works, respect-
ively. Sambale’s CSE results are measured from CSE bar charts
for 0 and 3 RNs marked as simulation in [Sam13] Figure 5.5
page 100. Saleh’s CSE results are derived from CDFs of UE
throughput for eNB only and 4 RNs cases in [SmBR+11] Figure
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4, which are also explicitly given in CSE bar charts for a cell
with BS only and a cell with RNs marked as external results
in [Sam13] Figure 5.8 page 103. In this work, CSE values are
unambiguously derived from aggregate throughput of a whole
sector cell in Table 9.4 for a cell with BS only and a cell with
3 RNs, respectively, normalized by the total downlink band-
width in Table 9.1.
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Figure 9.11: Validation of analytical results against system level
simulation based references

Compared to Saleh’s results, our results deviate by only−5%
for both, a cell with BS only and a cell with RNs. A comparison
to Sambale’s results shows a neglectable discrepancy of 1% for
a cell with RNs but a large discrepancy of 40% for a cell with
BS only.

9.4.1 Impact of Scheduling on Capacity

It is impossible to find an external work based on exactly the
same assumptions as made in this work. As described in detail
at the beginning of this chapter, most of our assumptions align
with Sambale’s, however, there is still one exception: Sambale
assumes rate fair scheduling among users, while Saleh and we
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assume resource fair scheduling.
Intuitively, a most possible reason for the discrepancy in CSE

figures for BS only case is the difference between scheduling
strategies applied. With resource fair scheduling, all users no
matter at cell edges or in cell centers get a same amount of ra-
dio resources. In contrast, with rate fair scheduling, cell edge
users applying lower order MCSs drain too much radio re-
source, whilst cell center users applying higher order MCSs ob-
tain very limited radio resource. In consequence, applying rate
fair instead of resource fair scheduling leads to a loss in CSE.

Taking deployment of relays into consideration, most macro
cell edges of a basic scenario turn into relay subcell centers of a
relay enhanced scenario. In other words, the amount of users
located in edge/center areas of macro cells in a basic scenario
are much more/less than the amount of users located in edge/-
center areas of both donor and relay subcells in a relay en-
hanced scenario. Then, applying rate fair instead of resource
fair scheduling in a basic scenario leads to a substantial re-
source exhaustion at cell edges and a serious resource shortage
in cell centers, and consequently an obvious CSE loss compared
to a relay enhanced scenario.

This explains why there is a large discrepancy for a cell with
BS only but a neglectable discrepancy for a cell enhanced with
RNs between Sambale’s CSE results and both Saleh’s and our
CSE results in Fig. 9.11. Furthermore, the comparison reveals
that non-relay systems are sensitive to scheduling strategies
with respect to CSE, whilst relay enhanced systems are much
more tolerant towards scheduling strategies.
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Resource Partitioning in Relay Enhanced
Cells
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10.1 Introduction

Resource partitioning shall be well configured for relay en-
hanced cells to gain a maximum of system performance. Radio
resources available to a cell are divided into partitions and re-
source partitions are assigned to BS and RNs in an orthogonal
or reused manner for transmission on direct links between BS
and UTs, backhaul links between BS and RNs and access links
between RN and UTs.

According to configuration parameters in Table 9.2 for a relay
enhanced cell, all RNs reuse the same radio resources, while BS
and RNs use orthogonal radio resources in time or frequency
domain. Radio resources are partitioned 50% for direct links,
35% for backhaul links, and 15% for access links, respectively.
Under this circumstance capacity maximum is achieved. How-
ever, throughput fairness so far is not taken into consideration
for users located in different cell areas.

In this chapter optimum resource partitioning for relay en-
hanced cells is investigated to achieve not only maximum cell
capacity but also fair user throughput. Our analytical frame-
work is applied to calculate throughput of a user at various loc-
ations and capacity of all users in a cell under different resource
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partitioning conditions. The percentage of radio resources as-
signed to donor subcell, backhaul links and relay subcells are
studied to find out the optimum, as all the other configuration
parameters in Table 9.2 are kept unchanged.

10.2 Results for Downlink of Relay Enhanced
Systems

Radio resources (RRs) of a cell are partitioned into exclusive
RRs to be (1) reused by RNs, (2) used as backhaul for RNs, and
(3) used by the donor BS. In order to identify optimum resource
partitioning aiming at highest cell capacity, we study various
RR assignments to the three partitions mentioned.

For each way of partitioning of RRs represented by the %
RRs assigned to relay subcells versus % RRs assigned to back-
haul links we calculate cell capacity, Fig. 10.1; The remaining
RRs are assigned to the donor subcell to directly serve its UTs.
Visible from Fig. 10.1 is that there are ways of partitioning
RRs (highlighted by hatched bars on the subdiagonal in Fig.
10.1) that approximately maximize capacity, namely combin-
ations of % RRs assigned to relays/backhaul, respectively, as
follows: 5%/10%, 10%/25%, 15%/35%, 20%/45%, 25%/60%.
Other combinations of RR assignment to relays/backhaul res-
ult in lower capacity since bottlenecks appear in some parti-
tions, then.

Cell capacity for the best combinations is shown in Fig. 10.2,
where the red and green shares of a bar represent the capa-
city share contributed from donor subcell and relay subcells,
respectively. Obviously, if RNs (plus backhaul) get more and
BS gets less RRs, relay subcells increasingly contribute more to
cell capacity while capacity contributed by the donor subcell
decreases. Cell capacity for all combinations of RRs shown in
Fig. 10.2 is more or less the same.

Fig. 10.3 for a multi-cell scenario shows the user through-
put map of 3-RN-enhanced cells for a capacity optimal resource
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Figure 10.1: Cell capacity for various combinations of resource
for relays and resource for backhauls
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Figure 10.2: Cell capacity for capacity optimal resource parti-
tioning

partitioning, where 15%, 35% and 50% of RRs are assigned to
relay subcells, backhauls and donor subcell, respectively. Most
part of the subcells served by BSs appears in red since well
served. Areas served by RNs appear in green and are better
served than by a BS without RNs. Clearly, users in subcells
served by BSs and by RNs see quite different local through-
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put and there is a high location dependent variance of user
throughput throughout the cell. It would be preferable (under
optimal choice of the respective MCSs) throughput to be inde-
pendent of location in the cell since UTs then would be served
more fairly. This also would reduce variance of packet delay,
since a scheduler then needs not to wait for a UT roaming in a
badly served cell area to occasionally have better channel con-
dition to be served then.
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Figure 10.3: DL throughput map for relay=15% backhaul=35%

Bar charts of standard deviation of user throughput shown
in Fig. 10.4 for capacity optimal partitioning combinations dis-
cussed in Fig. 10.2 reveal that resource partitioning can be op-
timized for better fairness. Red bars represent standard devi-
ation of 3-RN-enhanced cells with different combinations of RR
partitioning. The smallest standard deviation is achieved for
partitioning RRs into 20% for relay subcells, 45% for backhaul
and 35% for the donor subcell. At this point of operation of
RRs according to Fig. 10.2 cell capacity is contributed in the
amount of 64% by relay subcells and 36% by the donor subcell,
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respectively.
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Figure 10.4: Standard deviation of user throughput for capacity
optimal resource partitioning

If too many RRs are assigned to relay subcells and their re-
lated backhauls, and at the same time too few RRs to the donor
subcell, subcells served by RNs would appear in a Fig. 10.3
like user throughput map in red and the subcell served by BS
would be green. The opposite would happen if the BS gets too
many RRs, see Fig. 10.3.

User throughput map under both, optimal cell capacity and
minimum throughput standard deviation (maximum fairness)
is shown in Fig. 10.5. From bird’s view the service by relay
cells appears to be small yellow cells of about equal size ar-
ranged regularly across the area similar to service by pico cells
with omnidirectional antennas. There are still blue areas rep-
resenting bad radio coverage owing to cochannel interference
but the area shown in blue in Fig. 10.5 is smaller compared to
Fig. 10.3 and there is less dark blue in Fig. 10.5.

Our model presumes that UTs are homogeneously distrib-
uted in cells and always have data to transmit. A real world
system would need RRs assigned to RNs and to related back-
haul, respectively, to be assigned dynamically dependent on
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Figure 10.5: DL throughput map for relay=20% backhaul=45%

local load to be able to keep the capacity maximal that other-
wise cannot be reached owing to wasted RRs.
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11.1 Introduction

In UMa scenario introduced in Chapter 3, a reference UT loc-
ated in a certain cell, besides the signal from the BS antenna of
this cell, simultaneously receives cochannel interferences from
up to 20 neighbor BS antennas on downlink. On uplink the ref-
erence UT transmits the signal to the BS antenna of this cell, and
up to 20 other UTs each located in one of 20 neighbor cells con-
tribute cochannel interferences to this BS antenna. It is worth
noting that downlink interferers are stationary BS antennas at
fixed location, while uplink interferers are roaming UTs at ran-
dom location in their respective cells.

Intuitively, both downlink and uplink cochannel interference
can be mitigated with the Reuse Partitioning (RUP) concept. In
this chapter we study uplink interference mitigation based on
the following idea: Radio resources assigned to a reference UT
located in a given cell, in cochannel cells are allocated at the
same time to that UT, which among all UTs is the farthest away
from the BS serving the reference UT. This maximizes distance
and thereby path loss between interfering UTs and the serving
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BS. No matter, whether the reference UT is located in cell center
or at cell edge, this idea should on average minimize cochan-
nel interference on uplink. An example in Fig. 11.1 shows the
reference UT in green in cell A, its serving BS in scenario cen-
ter, and twenty cochannel UTs in red in cells B - U, respectively,
where UTs are assumed randomly and uniformly distributed
over cell area in UMa scenario.

In cellular networks UTs located nearby BSs according to bet-
ter signal quality are better served, while UTs located far away
have poor service. This leads to unfairness when comparing
UTs in site center and UTs at site edge. This problem exists for
both, downlink and uplink. We study possibilities to mitigate
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interference on uplink by RUP with a special focus on site edge
in this work.

11.2 Reuse Partitioning

Fractional Frequency Reuse (FFR) and Soft Frequency Reuse
(SFR) follow the RUP concept to mitigate cochannel interfer-
ence in cellular systems. In RUP, each cell is divided into two
or more concentric subcells (zones), and the channel reuse dis-
tance, i.e. the distance between cells using the same channel,
can be smaller for inner zones than for outer zones [KN96].

FFR described in [SOAS03] partitions the given bandwidth
into an inner and an outer part. The inner part resources are
completely reused by all cells with a Frequency Reuse Factor
(FRF) of one while the outer part resources are further parti-
tioned into three subsets and are reused among three adjacent
cells with a FRF of three in a classical reuse three pattern.

SFR proposed in [Hua05a], [Hua05b] is characterized by FRF
of one for the central region of a cell and FRF of three for out-
ward cell regions. One third of the total bandwidth is alloc-
ated to the outer zone of a cell and thereby the outer zones of
every three adjacent cells have orthogonal subcarriers. The in-
ner zone of a cell may access the entire bandwidth. Maximum
transmission power density allowed is higher on subcarriers
allocated to both cell edge and cell center than on subcarriers
for cell center only.

The concept proposed in this chapter applies RUP. In com-
mon with FFR and SFR, cells are divided into zones, radio
resources are partitioned into subsets and resource subsets
are allocated to zones. Both FFR and SFR apply FRF of one
for cochannel inner zones and FRF of three for cochannel
outer zones. Instead, our concept maximizes distance between
cochannel zones of adjacent cells applying FRF one for both,
inner and outer zones. To the best of our knowledge this is
a new concept of RUP to mitigate cochannel interference in
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cellular systems.

11.3 New Concept Reuse Partitioning

To mitigate uplink interference, a novel RUP concept is pro-
posed. Each cell is divided into a certain number of partitions.
The set of radio resources of a cell is divided into orthogonal
subsets, one resource subset per cell partition. Radio resources
of a certain resource subset are only granted to UTs located in
the respective cell partition, but not to UTs in other partitions
of the same cell. This concept results in orthogonal radio re-
sources assigned to different cell partitions. The number of cell
partitions must equal the number of resource subsets. Size of
resource subsets may be proportional to area size of cell parti-
tions.

The advantage of assigning resource subsets to cell partitions
is that a UT located in a given cell partition, say x, is only in-
terfered by UTs located in the same partitions x of neighbor
cells, but not by UTs in other partitions. One drawback of form-
ing resource subsets assigned to cell partitions is that trunking
gain is reduced compared to a system without resource subsets
dedicated to specific cell partitions. Trunking gain will be dis-
cussed later, when we study options with cells having different
cell partition sizes.

RUP must be designed such that all sites throughout the cel-
lular network achieve a comparable improvement in terms of
uplink interference mitigation.

In our system design, the cellular network is made up from
grey and white sites that appear as grey and white stripes,
respectively, if an infinitely two dimensional network is con-
sidered. Fig. 11.2 and Fig. 11.3 show the UMa scenario for
evaluation of a white site and a grey site, respectively, placed
in the center of the scenario. Each white site has two white sites
in stripe directions and four grey sites in other directions as its
six neighboring sites. Similarly, each grey site has two grey
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sites in stripe directions and four white sites in other directions
as its neighborhoods. We limit our consideration to these sites
inside the figure, since interference from UTs to the central site
BS is not affected by those sites outside the figure. Cells are
divided into six divisions of equal size as an example. Enumer-
ating clockwise from BS position, each white cell is composed
of divisions a, b, c, d, e, f in turn, whilst each grey cell has divi-
sions d, e, f, a, b, c in turn. Please note, in this way the cellular
network can be regularly expanded to any size, where all the
sites apply either white or grey site patterns.
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Figure 11.2: UMa scenario under cell partitioning with white site
in center

Cell partitions can be designed arbitrarily according to the
needs and are made up from cell divisions. One cell partition
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Figure 11.3: UMa scenario under cell partitioning with grey site
in center

may comprise one or more divisions and another partition of
the cell may comprise the same or a different number of other
divisions of the cell.

Accordingly, the total radio resources are divided into six
parts of equal size, namely resource parts a - f correspond to
cell divisions a - f, respectively. Resource subsets are closely
related to cell partitions: A resource subset assigned to a cell
partition is made up from resource parts corresponding to cell
divisions belonging to the cell partition. Thereby, the amount
of radio resources assigned to a cell partition results from the
ratio of the number of divisions that the partition is built from
divided by the total number of divisions in a cell.
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E.g., cell division a forms the first cell partition (a), divisions
b, c the second partition (b,c), and divisions d, e, f the third par-
tition (d,e,f). Hence, resource subset (a), subset (b,c), and subset
(d,e,f) are allocated to the respective cell partitions, where the
first, second and third partitions are assigned one sixth, one
third, and one half of the radio resources available per cell, re-
spectively. In the extreme, all six divisions of a cell constitute
one cell partition only, which corresponds to a system without
cell partitions and without RUP.

The notion Case is introduced to distinguish between differ-
ent ways of cell and reuse partitioning. We study the following
five Cases:

1. In Case (a,b,c,d,e,f) all six divisions of a cell form one par-
tition only;

2. In Case (a)(b)(c)(d)(e)(f) each division forms its own parti-
tion;

3. In Case (a,f)(b,e)(c,d) divisions a, f form a first partition,
divisions b, e a second, and divisions c, d a third;

4. In Case (a,f)(b,c,d,e) divisions a, f form a first partition, and
divisions b, c, d, e a second;

5. In Case (a,b,e,f)(c,d) divisions a, b, e, f form a first partition,
and divisions c, d a second.

Please note, white and grey sites in a given cellular network,
although arranging cell divisions with different pattern, apply
the same cell and reuse partitioning. There may be better ar-
rangements of cell divisions and partitions, since we have not
found an algorithm to mathematically optimize cell and reuse
partitioning for interference minimization.

In order to evaluate the pros and cons of this novel way of
RUP, the analytical model developed in this work is applied. It
calculates per small grid element, e.g. 5 m × 5 m, uplink SINR
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taking uplink power control into account and assuming the an-
tenna pattern and the radio propagation model. From SINR of
a grid element its uplink spectral efficiency (SE) is calculated
accounting for LTE PHY layer characteristics like AMC, vari-
ous radio channel states, PRBPs consumed to transmit a TB,
turbo coded M-QAM BLER and overhead in LTE radio frame.

11.4 Results for Uplink under Reuse Partitioning

In the UMa scenario considered a 5 m × 5 m grid is artificially
overlaid to an 800 m × 800 m center site of the scenario made
up from three cells served by the central BS. Using the analyt-
ical model mentioned SE is calculated as PMF for each grid ele-
ment. The mean of SE PMF for each grid element is shown as a
colored map for the multi-cell scenario shown in Fig. 11.2. SE
PMFs for a cell and its partitions are calculated by summarizing
over SE PMFs of all grid elements contained in the respective
partition and are normalized to the number of grid elements
involved. Expected value and standard deviation of SE for the
cell and the partitions are derived straightforwardly from the
respective SE PMF. Our results serve to compare the contri-
bution of various ways of cell and reuse partitioning to uplink
interference mitigation.

In Case (a,b,c,d,e,f) there is one partition (a,b,c,d,e,f) per cell
and all radio resources available to the cell are allocated to this
partition. This case has the same SE map for both, white and
grey sites and serves as a reference.

All SE maps shown in the following have the same scale from
0 to 1.4 bit/s/Hz. Fig. 11.4 shows the SE map of the center site
for reference Case (a,b,c,d,e,f). Trivially, site center divisions of a
cell, e.g. divisions a, f in white sites, achieve highest SE, while
site edge divisions, e.g. divisions c, d in white sites, experience
lowest SE, because SINR at the BS antenna is much higher for
UTs located in site center divisions than for UTs located in site
edge divisions.
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Figure 11.4: UL spectral efficiency map for Case (a,b,c,d,e,f)

In Case (a)(b)(c)(d)(e)(f) we study, whether the proposed up-
link interference mitigation method has the potential for im-
proving SE. There are six partitions per cell and each partition
is made up from one division. One sixth of a cell’s radio re-
sources are allocated to each partition. In this Case both white
and grey sites have the same SE map.

The resulting SE map for the center site is shown in Fig. 11.5
1. Divisions a and f show red, yellow and green instead of dark
red and red in Fig. 11.4. Divisions c and d show red, yellow and
green instead of green and blue in Fig. 11.4. Divisions b and e
show red, yellow and green similar to Fig. 11.4. Furthermore,
in Fig. 11.4 one half of the cell area is covered by red, yellow

1Figs. 11.5-11.8 do not show SE on downlink but on uplink. Jumps in SE
values (color jumps) when passing boarders between adjacent partitions
do not happen on downlink but on uplink under our new concept RUP.
Such jumps simply reflect that a grid element at the boarder of a partition
may contribute a quite different SINR than an adjacent grid element at
the boarder of a neighboring partition.
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Figure 11.5: UL spectral efficiency map for Case (a)(b)(c)(d)(e)(f)

and green and the other half is covered by dark red and blue,
respectively, while in Fig. 11.5 red, yellow and green appear for
most of the cell area, but dark red and blue almost disappear.

It is obvious that Case (a)(b)(c)(d)(e)(f) compared to Case
(a,b,c,d,e,f) significantly improves SE of UTs located at site edge
at the cost of a degradation of SE of UTs located in site center.
Clearly, introducing six partitions instead of one substantially
reduces uplink cochannel interference for UTs located in site
edge divisions, but increases interference for UTs located in
site center divisions. Low SE at site edge as visible in Fig. 11.4
is a big problem for cellular networks, since it consumes much
radio resources to serve UTs fair, whilst higher SE at site edge
as visible from Fig. 11.5 is desired for real world systems, since
more fairness of UTs located there is possible. Moreover, large
SE difference across a cell resulting from large SINR difference
between site center and site edge as visible in Fig. 11.4 is also
problematic, since channel estimation is more difficult owing to
high variance of SINR, whilst a more homogeneous SE distri-
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bution resulting from a more homogeneous SINR distribution
over the whole cell as visible from Fig. 11.5 is desirable.

In the following three ways of partitioning, namely Case
(a,f)(b,e)(c,d) with three partitions, Case (a,f)(b,c,d,e) with two
partitions, and Case (a,b,e,f)(c,d) with two partitions, are stud-
ied to explore, whether the new method can keep SE gain and
SE homogeneity achieved in Case (a)(b)(c)(d)(e)(f) with less than
six partitions.

In Case (a,f)(b,e)(c,d) we combine divisions a and f into a first
partition (a,f), divisions b and e into a second partition (b,e), and
divisions c and d into a third partition (c,d), and allocate one
third of radio resources to each partition. In this Case white
sites have the same SE map as grey sites.
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Figure 11.6: UL spectral efficiency map for Case (a,f)(b,e)(c,d)

From the SE map in Fig. 11.6 calculated for the center site, it
is visible that SE of cell partition (a,f) is somewhat lower than
in Fig. 11.4 but still acceptable. Cell partition (c,d) has much
higher SE than in Fig. 11.4. SE in cell partition (b,e) is compar-
ably high as in Fig. 11.4.
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Case (a,f)(b,c,d,e) combines two divisions a and f, namely site
center divisions of white sites, which are site edge divisions of
grey sites, into one partition (a,f) and combines the other four
divisions b, c, d, e into the other partition (b,c,d,e). One third of
radio resources is assigned to partition (a,f) and two thirds of
resources to partition (b,c,d,e).

Case (a,b,e,f)(c,d) combines two divisions c and d, namely site
edge divisions of white sites, which are site center divisions of
grey sites, into the first partition and combines the other four
divisions a, b, e, f into the second partition. One third of ra-
dio resources is assigned to partition (c,d) and two thirds of re-
sources to (a,b,e,f).

Please note, in both Case (a,f)(b,c,d,e) and Case (a,b,e,f)(c,d)
white sites and grey sites have different SE maps. However,
in both Cases, all white sites and all grey sites, respectively,
have the same SE map in common. Moreover, white sites in
one of these two Cases have the same SE map as grey sites in
the other Case of them. Hence, it is sufficient to display SE
maps of a white site for Case (a,f)(b,c,d,e) and Case (a,b,e,f)(c,d)
to also represent SE maps of a grey site for Case (a,b,e,f)(c,d) and
Case (a,f)(b,c,d,e), respectively.

Fig. 11.7 shows SE map of the center site for Case (a,f)(b,c,d,e).
When comparing to the reference Case (a,b,c,d,e,f) SE appears to
be substantially improved in four divisions b, c, d and e cover-
ing site edge. However, SE is somewhat reduced in site center
divisions a and f still keeping an acceptable level.

Fig. 11.8 shows SE map of the center site for Case (a,b,e,f)(c,d).
When Comparing to reference Case (a,b,c,d,e,f) SE appears to be
significantly higher in site edge divisions c and d but a little
lower in four divisions a, b, e and f covering site center.

It is clear that Case (a,f)(b,e)(c,d), Case (a,f)(b,c,d,e) and Case
(a,b,e,f)(c,d) not only improve SE at site edge and provide
more homogeneous SE throughout cells compared to Case
(a,b,c,d,e,f), but also come with a reduced number of three and
two partitions, respectively, compared to six partitions in Case
(a)(b)(c)(d)(e)(f). Few instead of many partitions are desirable
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Figure 11.7: UL spectral efficiency map for Case (a,f)(b,c,d,e)

for real world systems, since the loss in trunking gain of ra-
dio resources assigned to specific partitions increases with the
number of partitions per cell applied. Seen from this perspect-
ive Case (a,f)(b,e)(c,d) (Fig. 11.6) is less attractive than both, Case
(a,f)(b,c,d,e) (Fig. 11.7) and Case (a,b,e,f)(c,d) (Fig. 11.8). Please
remember, that for white and grey sites Case (a,f)(b,e)(c,d) has
the same SE map, whilst Case (a,f)(b,c,d,e) and Case (a,b,e,f)(c,d)
have individual SE maps that are different. From this per-
spective Case (a,f)(b,e)(c,d) has reference value for building a
network with all sites having the same performance, but this is
not a necessary goal of network planning.

Figs. 11.9, 11.10 and 11.11 show for various cell and reuse
partitioning Cases bar charts of expected value, standard devi-
ation of SE for cell A and expected value of SE for divisions a,
b, c of cell A identified in Fig. 11.2, respectively. Compared to
the reference Case (a,b,c,d,e,f), all RUP Cases increase expected
value of SE for cell by up to 1%. Much more important is that
all the partitioning Cases reduce standard deviation of SE up to
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Figure 11.8: UL spectral efficiency map for Case (a,b,e,f)(c,d)

0.7

0.71

0.72

0.73

0.74

0.75

0.76

0.77

0.78

S
p

e
c
tr

a
l 

E
ff

ic
ie

n
c

y
 [

b
it

/s
/H

z
] 

Partitioning Case 

Expected Value 

Cell A

Figure 11.9: Expected value of spectral efficiency for cell A

30% underlining their potential to much more homogeneously
serve UTs throughout the cell area. Most important is that all
the partitioning Cases significantly boost expected value of SE
in site edge divisions up to 44% showing their potential to re-
duce cochannel interference for UTs at site edge. Moreover, in
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Figure 11.11: Expected value of spectral efficiency for divisions
a, b and c

all the partitioning Cases expected value of SE for site center
division is comparable to that for site edge division with a dis-
crepancy ranging from −7% to 13%.

RUP on uplink presented here is a comparable technique to
relay enhanced cells. This is because under RUP resource sub-
sets are assigned to cell partitions, each partition with its ex-
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clusive resources. In a relay enhanced cell orthogonal resources
are allocated to direct, backhaul and access links, respectively.
We expect that among all the RUP Cases, Case (a,f)(b,c,d,e) (Fig.
11.7) is closest in terms of SE distribution to a cell enhanced
with three relays, which uplink performance is evaluated in the
following section.

11.5 Results for Uplink of Relay Enhanced Systems

Preliminary experiments are performed to evaluate throughput
capacity for uplink of relay enhanced systems, where scenario
and system parameters are configured with the same values as
those for downlink according to Tables 9.1, 9.2 and 9.3.

Fig. 11.12 shows user throughput map for uplink of a relay
enhanced system with 3 relays per cell. On uplink the relay
enhanced system achieves a gain of 18% in throughput capa-
city compared to the non-relay system shown in Fig. 11.4. On
downlink a performance gain of 29% is achieved, see Fig. 9.10.
Preliminary results reveal that by deploying relays, the gain on
uplink is about two thirds of that on downlink.

The parameter configuration optimized for downlink is not
optimal for uplink, as e.g. seen from the contribution of the
relay in antenna boresight of each sector cell in Fig. 11.12.
The throughput capacity would be increased, if the paramet-
ers were properly configured. An optimization for uplink is
not performed in this work, since there are no results suitable
for validation in literature.
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Figure 11.12: UL throughput map of RN enhanced system
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12.1 Conclusions

A new analytical framework is presented to evaluate 3GPP LTE
systems enhanced with multiple small cells per cell, namely
either relay cells or pico cells. These systems are evaluated with
respect to resource consumption, error ratio, spectral efficiency
and user throughput for any small area element in a cell, as well
as throughput capacity and CSE for a whole cell in a multi-cell
scenario.

The most important protocol layer specific functions are
modeled in very detail by using SFGs: On PHY layer, the
SFG model of AMC scheme takes for various radio channel
states the number of physical resource block pairs consumed
to transmit a transport block and block error rate of turbo
coded M-QAM into account; On MAC layer, the SFG model of
HARQ protocol considers the number of retransmissions, re-
source assignment failure and feedback misdetection; On RLC
layer, the SFG model of ARQ protocol includes the number of
retransmissions, feedback loss and timer expiry for upcoming
feedbacks.

This framework is used to evaluate the performance criteria
resource consumption, error ratio and spectral efficiency at any
user location of a cell. It is found that the HARQ protocol em-
ployed in MAC layer of LTE systems, although consuming re-
sources for retransmission of erroneously received data, con-
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tributes much not only to reduce error ratio but also to improve
spectral efficiency, independent of the number of retransmis-
sions permitted at maximum.

The framework is also used to evaluate the downlink per-
formance with respect to local user throughput and throughput
capacity of a whole cell. Two example LTE systems enhanced
by small cells, one with three RNs and the other with three pico
eNBs per cell positioned optimally (close to the cell edge), have
a gain in cell capacity by 29% and 128%, respectively, compared
to a system without small cells. Thus, it is concluded that cell
capacity is raised substantially by pico cells compared to relay
cells. The analytic results found in this work are validated by
comparison to simulation results published by other research-
ers.

Further, resource partitioning of 3-relay-enhanced cells is op-
timized in terms of both cell capacity and user fairness across
cell. Local user throughput and cell capacity on downlink of re-
lay enhanced LTE systems are analytically evaluated for a vari-
ety of resource partitioning configurations. The optimal parti-
tioning ratio is identified to maximize cell capacity and minim-
ize standard deviation of local user throughput.

To optimize uplink spectral efficiency, we propose RUP in a
new way to mitigate uplink cochannel interference in cellular
networks. The uplink performance is analytically evaluated in
terms of spectral efficiency per small area element and spec-
tral efficiency per cell. It is shown possible to achieve a quite
homogeneous spectral efficiency distribution across a cell with
our new method compared to state-of-the-art resource alloca-
tion on uplink. It turns out that optimum RUP on uplink in
cells without relays results in such a spectral efficiency distri-
bution as can be expected from 3-relay enhanced cells.
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