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Abstract — In this paper an analytical approach to
calculate the average data throughput of a cellular radio
communication system is presented. For this purpose the
spatial distribution of the Carrier to Interference Ratio
(C/I) inside a radio cell is derived. TheC/I determines
the average data rate that can be achieved at a specific
position and finally on average in the overall system.
At first, analytical formula are derived for a cellular sys-
tem with no power control and no adaptive modulation or
coding. In a next step it is shown how these formula change
in the presence of adaptive modulation/coding and power
control.
Adaptive Modulation/coding is an important feature of
most of the third generation wireless communication sys-
tems like GPRS, UMTS, HIPERLAN/2 and IEEE 802.11a.
In this paper the analytical approach is applied to HIPER-
LAN/2 and is to used optimise network capacity and to
derive regions of a radio cell, in which a certain combina-
tion of modulation and coding scheme can be applied.

I. I NTRODUCTION

In analytical considerations, radio cells are traditionally rep-
resented as hexagons (cf. Fig. 1).
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Fig. 1: Hexagonal Cell Representation

Cells are grouped into clusters, in which every frequency
channel is used only once. The size and number of cells per
cluster determines the re-use distance of a frequency channel
[1, 2]. Fig. 2 illustrates the cell structure for the case of a
cluster-size of 7. In this Figure as well as in the following om-
nidirectional and un-sectored antennas are assumed.

It can be depicted from Fig. 2 that in the considered example
a cell receives interference from six surrounding cells that are
at the same distance from the center cell and separated from
each other by an angular distance of 60 degrees. We are ne-
glecting the interference from cells that are more than one re-
use distance away from the considered cell, which is a realistic
assumption, especially at high frequencies. Due to the chosen
hexagonal cell modelling, the number of cells in re-use dis-
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Fig. 2: Cluster structure for frequency re-use

tance using the same frequency(ies) is always equal to 6 and
their angular distance is always 60 degrees. At different cluster
sizes only the distance of the interfering cells changes. In any
case this distanceD is proportinal to the cluster sizen and the
cell radiusR:

D = a · n ·R = K1 ·R (1)

II. CARRIER TO INTERFERENCECALCULATION

In this section we will derive the carrier to interference ra-
tio C/I for a network in which no power control or adaptive
modulation/coding is employed. In the last section it has been
explained that the interference situation inside a considered cell
is influenced by six interfering cells. If we are able to calcu-
late the inteference due to one cell, we can easily derive the
total interference situation in the considered cell. Furthermore,
if we had a formula for the interference of two arbitrary cells,
also un-uniform scenarios (unlike the one presented in the last
section) could be easily solved. Fig. 3 illustrates two arbitrary
interfering cells at a distanceD.

We are interested in theC/I in a point with coordinates
(x, y) in cartesian, rsp.(r, α) in polar coordinates, where the
cell center is the origin of the axial system. The propagation
loss is modelled according to the following formula:

PR =
{
PS · ( c0

4πf )2 · 1
lγ = K2

lγ for l > c0
4πf

PS else
(2)

wherePS is the power of the sender andPR the received power,
c0 the speed of light,l the distance between sender and receiver
andγ a propagation coefficient between 2 and 5.
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Fig. 3: Two interfering cells

Assuming the base stations being situated in the center of
each cell, the received carrier levelC at point(x, y) is there-
fore:

C =

{
K2√
x2+y2

γ = K2
rγ for r > c0

4πf

PS else
(3)

Regarding the interferenceI in point (x, y) caused by the
other cell, we assume that a portionpT of the interference is
caused by the terminals and a portionpB by the base station of
the interfering cell (pT + pB = 1). The interference caused by
the base station is simply given by

IB =
K2

dγ
(4)

whered is the distance between the base station and the con-
sidered point(x, y).
To calculate the interference caused by terminals, we presume
that a terminal’s position is equally distributed inside a cell. We
therefore average the terminal interference over the cell area of
the interfering cell:

IT =
1

πR2

∫ ∫
K2√

(y − v)2 + (D + u− x)2
γ dudv (5)

For γ = 2 (free-space loss) this integral can be solved by
hand using polar coordinatesu = ρ cosφ andv = ρ sinφ:

IT =
K2

πR2

∫ R

0

∫ π

−π

ρ dρ dφ

(y − ρ sinφ)2 + (D + ρ cosφ− x)2

(6)
By substitutingy2 + (D − x)2 = d2, y = d sinβ andD −

x = d cosβ we get

IT =
K2

πR2

∫ R

0

∫ π

−π

ρ dρ dφ

d2 + ρ2 + 2ρ · d · cos(φ+ β)
(7)

This can be transformed to

IT =
K2

πR2

∫ R

0

ρ dρ

d2 + ρ2

∫ π

−π

dφ

1 +A cosφ
(8)

with A = 2ρd
d2+ρ2 . After carrying out the second integration we

get:

IT =
K2

R2

∫ R

0

2ρ
d2 − ρ2

dρ (9)

This last integration leads to the final formula for the terminal
interference (in the caseγ = 2):

IT =
K2

R2
ln
(

d2

d2 −R2

)
(10)

We have also obtained analytical formula forγ = 3 andγ = 4,
which we do not report here.

The interference by a single cell can finally be expressed as

I(d) = pB · IB + pT · IT (11)

This interference only depends on the distanced of point(x, y)
to the cell center of the interfering cell.

If we express(x, y) in polar coordinates(r, α) we obtain:

d =
√
y2 + (D − x)2 =

√
D2 + r2 − 2rD cos(α) (12)

The total interference in a point(x, y) is generated by all
six neighbouring cells that operate on the same frequency (cf.
Fig. 1). Each of the six interfering cells is rotated byi · 60, rsp.
i · π3 degrees (0 ≤ i ≤ 5) with respect to a reference interfering
cell, wherei is the index of the interfering cell. The distance of
point (r, α) from each interfering celli is given by

d(i) =
√
D2 + r2 − 2rD cos(α− i · π

3
) 0 ≤ i ≤ 5 (13)

We can finally calculate the total interference and thereby the
carrier to interference ratio in point(r, α):

C

I
(r, α) =

K2
rγ∑5

i=0 I(i) +N
(14)

whereI(i) is calculated by insertingd(i) in the formula for
I(d). In this formula we have also taken into account thermal
noiseN which is given by

N = F ·K · θ · ν (15)

F is the noise figure of the receiver (inbetween 5 and 10),K the
Boltzmann-constant (1.38 ·10−23 Ws/K), θ the temperature in
Kelvin andν the bit rate in bit/s. We will not considerN in the
following.

One interesting property of eq. 14 can be illustrated for the
caseγ = 2 by expressingr relative to the cell radiusR (r = ηR
with 0 ≤ η ≤ 1) and by considering thatD = K1R:

C

I
(η, α) =

1
Ĩ

(16)

with

Ĩ =
5∑
i=0

(
pB ·

η2

K2
1 + η2 − 2ηK1 cos(α− i · π3 )

(17)

+ pT · η2 · ln
(

K2
1 + η2 − 2ηK1 cos(α− i · π3 )

K2
1 + η2 − 2ηK1 cos(α− i · π3 )− 1

))
TheC/I in a given point is independent of the cell radiusR
and just depending on the cluster-size and the relative position



of the point inside its cell. This property holds true for arbitrary
values ofγ.

Before we derive the total system throughput from theC/I
distribution in the network we will first consider how the for-
mula have to be modified when adaptive modulation and cod-
ing are applied.

III. I NFLUENCE OF ADAPTIVE MODULATION AND CODING

To study the influence of adaptive modulation and coding on
the system capacity we consider the case of the HIPERLAN/2
(HIgh PERformance Local Area Network) system. HIPER-
LAN/2 (HL/2) is a wireless LAN that has been standardised
by the European Telecommunications Standardisation Institute
(ETSI) in the framework of the BRAN (Broadband Radio Ac-
cess Network) project and which has been completed in the
years 2000 and 2001. We will not describe the details of the
protocol here (the reader is referred e. g. to [3]) and instead
concentrate on the adaptive modulation and coding capabilities
of the system.

A. Adaptive modulation and coding in HIPERLAN/2

In HL/2 different combinations of modulation and coding
schemes can be applied. All modulation schemes useOr-
thogonal Frequency Division Multiplexing(OFDM) with 52
sub-carriers. Alternative sub-carrier modulation schemes are
BPSK, QPSK, 16 QAM or 64 QAM. As basic coding scheme
a convolutional code with code-rate1/2 and constraint length
7 is used. By applying puncturing schemes alternative code
rates of3/4 and9/16 can be achieved. A combination of a
(sub-carrier) modulation scheme and a code rate is called a
PHY-mode in the HL/2 standard. Only specific combinations
of modulation and coding schemes are allowed. Table 1 gives
an overview of these different PHY-modes.

Capacity of one
Modulation Code rate OFDM-Symbol Transm. rate

BPSK 1/2 3 byte 6 Mbps
BPSK 3/4 4.5 byte 9 Mbps

QPSK 1/2 6 byte 12 Mbps
QPSK 3/4 9 byte 18 Mbps

16-QAM 9/16 13.5 byte 27 Mbps
16-QAM 3/4 18 byte 36 Mbps

64-QAM 3/4 27 byte 54 Mbps

Table 1: HIPERLAN/2 PHY-modes

As can be depicted from Table 1 quite important gains in
terms of transmission rate can be achieved with the higher
PHY-modes. However, the higher the PHY-mode the more its
performance is degraded by interference. This is illustrated in
Fig. 4 where thePacket Error Ratio(PER) depending on the
C/I is shown for the different PHY-modes. The curves have
been derived by link level simulations.

To get realistic throughput values we first consider the

BPSK 1/2
BPSK 3/4
QPSK 1/2
QPSK 3/4

16QAM 9/16
16QAM 3/4
64QAM 3/4
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Fig. 4: PER versusC/I

throughput of the Medium Access Control (MAC) protocol of
HL/2 TMAC . In [4] it has been shown that this throughput is
given by

TMAC =

 LLCH⌈
54

BpSLCH

⌉
 · 48 · 8

2 ms
. (18)

In this equationLLCH is the number of so-calledLong Chan-
nels (LCH) in the MAC-frame which will be considered as a
given number in the following.BpSLCH is the number of
bytes that are transmitted by one OFDM-symbol (depending
on the PHY-mode). TheBpSLCH values can be found in the
third column of Table 1.

To obtain the final throughput theAutomatic Repeat Request
(ARQ) mechanism of HL/2 has to be taken into account. The
ARQ protocol of HL/2 is very similar to a so-calledSelective
Repeat Rejectmechanism. It is known that this scheme results
in the throughput (cf. [3]):

TDLC = TMAC · (1− PER) (19)

Inserting eq. 18 and the PER versusC/I relations of Fig. 4
into eq. 19 we obtain the final throughput versusC/I relations
for the different PHY-modes illustrated in Fig. 5.

From Fig. 5 it can be depicted that to maximise the through-
put only five PHY-modes should be applied. TheC/I values, at
which a PHY-mode switch should occur, are marked in Fig. 5.
We finally obtain the following intervalls:

20.1 < C/I : 64QAM3/4
15.6 < C/I ≤ 20.1 : 16QAM9/16
10.3 < C/I ≤ 15.6 : 16QAM3/4
7.8 < C/I ≤ 10.3 : QPSK3/4

C/I ≤ 7.8 : QPSK1/2

(20)

In this determination ofC/I intervalls we have assumed that
a throughput maximisation is aimed at. Delay optimisation is
not considered.

B. Network throughput calculation

We now come back to our analysis of the system throughput.
As it has been derived in the previous section, the PHY-mode,
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that a terminal can apply, and thereby the achievable data rate,
depends on theC/I ratio. Inside a radio cell theC/I decreases
from the center to the border of the cell, which can be deduced
from equation 14 and which is also intuitively obvious. Fur-
thermore, numerical evaluations of eq. 14 have shown that the
C/I distribution inside a cell is (almost) independent of the an-
gular coordinateα. Therefore, inside a cell regions in the form
of centric rings will result, in which a certain combination of
modulation and coding scheme can be applied (cf. Fig. 6).
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Fig. 6: Regions of PHY-mode employment

For the calculation of the interference we approximate the
borders of the different zones by circles, the radii of which cor-
respond to theC/I values at which a terminal or base station
switches from one PHY-mode to the next (cf. eq. 20).

Taking into account the application of adaptive modulation
and coding, the formula derived in section II have to be mod-
ified. It has now to be considered that for the transmission of
the same amount of data, transmission with a lower PHY-mode
lasts much longer than transmission with a higher PHY-mode
resulting in a higher interference contribution to the neighbour-
ing cells.

If we assume that the amount of data to be transmitted is
equally distributed over the whole network, the relative dura-

tion of transmission activity at a given point is inversely pro-
portional to the throughput that can be achieved at this position.
We have therefore taken the reciprocal values of the maximum
throughput curves in Fig. 5 to obtain a relation of the transmis-
sion duration versus theC/I. This can be transformed into a
spatial distribution of the transmission duration inside a cell.
After dividing this distribution of the transmission duration by
its integral, a function for the relative transmission duration de-
pending on the relative position inside a cell (r/R) is derived
(cf. Fig. 7).
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Fig. 7: Relative Transmission Duration depending on the posi-
tion

To calculate the finalC/I distribution in the network, we
make an iterative approach. We first assume a constant trans-
mission duration in the six interfering cells, i. e. not consider-
ing the adaptive modulation/coding. According to eq. 14 we
will then obtain aC/I distribution inside a cell. With this
C/I distribution we derive the spatial distribution of the rela-
tive transmission duration in the cell (Fig. 7). In a next iteration
we presume this distribution of relative transmission duration
in the six interfering cells, i. e. we now model the adaptive
modulation/coding to calculate the interference in a considered
cell. Thereby we obtain an improvedC/I distribution inside
the cell. This distribution can in a further iteration be used to
improve the interference calculation, etc. Our numerical evalu-
ations have shown that already after the first iteration an almost
exactC/I distribution is obtained and that further iterations
lead to very minor changes.

Considering the relations illustrated in Fig. 5 we have at the
same time obtained the throughput distribution inside the cell.
In a last step we integrate this throughput distribution over the
entire cell and divide it by the area of the cell to obtain the
average system throughput. In this case we assume again an
hexagonal form of the cells in order not to count twice the over-



lapping zones of the circular cells:

Tav =
6

3/2
√

3 R2

∫ π
6

−π6

(∫ √
3

2
R

cosα

0

TDLC(r, α) r dr

)
dα

(21)
We have carried out the described iterative approach numer-

ically for different cluster sizesn and propagation factorsγ. In
the numeric calculation we have assumed a constant transmit-
ter power of 0.5 W because in HL/2, due to regulatory require-
ments, the average transmission power has to be 3 dB below the
maximum power of 1 W (in the outdoor-band). Regarding the
relation between re-use distanceD and cell radiusR the scalar
factors in Table 2 apply (cf. eq. 1).

Cluster-sizen FactorK1

3 3
4

√
3 + 2 = 3.732

7
√

21 = 4.583
12 6
19

√
57 = 7.550

Table 2: Factors betweenD andR for different cluster-sizes

The results of our analysis are displayed in Fig. 8 forγ = 2
andγ = 4.
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Fig. 8: Achievable throughput at radiusr inside a cell

In the final version of this paper we will also include numer-
ical results for the average system throughput depending on the
cell radiusR (according to eq. 21).

Another interesting result of our numerical calculations has
been that the application of adaptive modulation/coding had
an (almost) neglectable effect on the interference situation in
the cells compared to the initial situation without adaptation
of PHY-modes (see also the analysis in the following section).
However, there is a significant increase in throughput at a given
C/I because always the optimum PHY-mode is employed.

IV. I NFLUENCE OF POWER CONTROL

We assume that with optimum power control the terminals
exactly compensate an increase in path loss as far as the max-
imum transmission power (of 1 W in HL/2) is not reached. To
gain a better understanding of the influence of power control on
the interference situation we have calculated the average termi-
nal interferenceIT like in eq. 6 but now considering that the
transmission power is increased with the distance of the termi-
nal from the base station (according toρm):

IT =
K2(m+ 2)
2πR(m+2)

∫ R

0

dρ ( (22)∫ π

−π

ρ ρmdφ√
(y − ρ sinφ)2 + (D + ρ cosφ− x)2

γ )

We have assumed that the average power of all terminals is
upper bounded as it is the case for HL/2 where the average
power has to be smaller than 0.5 W. This is accounted for by
the normation factor 2

m+2R
m.

We have tested the influence of power control withm vary-
ing from 1 to 15 and found that the power control has in
most cases a neglectable influence on the interference in the
neighbouring cells. This also explains why adaptive modula-
tion/coding had a neglectable influence on the interference.

In Table 3 the relative error that we make when approximat-
ing the interference by the no-power-control-formula is given
as approximation 1.

Rel. Error Rel. Error
γ m Cluster sizen approx. 1 [%] approx. 2 [%]

2 2 3 1.1399 5.2002
2 2 4 0.6820 3.1709
2 2 7 0.4331 2.0342
2 2 12 0.2439 1.1549
4 4 3 7.7316 22.5543
4 4 4 4.4244 13.4953
4 4 7 2.7552 8.5692
4 4 12 1.5340 4.8266

Table 3: Influence of power control on the interference

In formula 14 for theC/I the transmission power can nor-
mally be cancelled down. However, with power control we
have to take into account that the terminals in the interfering
cells transmit on average withPav (equal to 0.5 W in the case
of HL/2), whereas for a specific terminal in the considered cell
a transmission power up toPmax (equal to 1 W in the case of
HL/2) could be used.

The power control can be based on different link quality cri-
teria like Received Signal Strength(RSS), PER orC/I. We
assumeC/I based power control in the following. With per-
fect power control, a desired constantC/I inside a ring region
can be maintained untilPmax is reached. IfPmax is reached
theC/I starts to drop for increasingr until aC/I threshold, at
which a PHY-mode switch is carried out.



We approximate the interference by eq. 23 in the following.

I = 6
K2

Dγ
(23)

whereD, as above, is the frequency re-use distance. The error
we make with this approach is also shown in Table 3 in the last
column as approximation 2.

With this last approximation we obtain the following for-
mula for the radiiRj at which a PHY-mode switch is carried
out:

R0 =
(

Pmax
6 · 20 · Pav

) 1
γ

D =
1

240
1
γ

K1 ·R (24)

R1 =
(

Pmax
6 · 16 · Pav

) 1
γ

D =
1

192
1
γ

K1 ·R (25)

R2 =
(

Pmax
6 · 10 · Pav

) 1
γ

D =
1

120
1
γ

K1 ·R (26)

R3 =
(

Pmax
6 · 7 · Pav

) 1
γ

D =
1

84
1
γ

K1 ·R (27)

For a given cluster-sizen, respectively factorK1, only PHY-
modes up tok might be actually used.k is the smallestj ∈
{0, 1, 2, 3, 4} for whichRj ≥ R. ThisRk is then set toR.

We finally have to derive the targetC/I which is maintained
until Pmax is reached. Unfortunately, the targetC/I can not be
chosen by the system designer, if we assume that a transmission
power ofPav has to be used by all terminals on average. This
condition can be formulated for each ring in the form:

1
π(R2

j −R2
j−1)

(
2π
∫ R̃j

Rj−1

Pmax
ργ

R̃γj
dρ (28)

+ π(R2
j − R̃2

j )Pmax
)

= Pav

We have designated with̃Rj the radius at whichPmax is
reached in the ringj.

Eq. 28 can be simplified as follows

1
(R2

j −R2
j−1)

(
2

γ + 1

(
R̃j −

Rγ+1
j−1

R̃γj

)
(29)

+ (R2
j − R̃2

j )
)

=
Pav
Pmax

After having calculated allRj according to eq. 24, 25, 26, 27
(R4 is equal toR, if k = 4), R̃j can be calculated with eq. 29
for j = 0, . . . , k.

The targetC/I for ring j, which corresponds to a constant
throughput valueTj , is given by

C/Ij =
1
6
Pmax
Pav

(
D

R̃j

)γ
(30)

We are now able to determine the average system throughput
in the case of power control. It can be calculated according to
eq. 31.

Tav =
k∑
j=0

Tav(j) (31)

with

Tav(j) =
1

(R2
j −R2

j−1)

(
(R̃2

j −R2
j−1) · Tj (32)

+
∫ Rj

R̃j

TDLC

(
1
6
Pmax
Pav

(
D

r

)γ)
r dr

)
for j < k

and

Tav(k) =



1

3(
√

3/2 R2−R2
k−1)

{
(R̃2

k −R2
k−1) · Tk

+
∫ π

6
−π6

∫ √3
2

R
cosα

R̃k
TDLC

(
1
6
Pmax
Pav

(
D
r

)γ)
rdrdα

}
if R̃k ≤

√
3

2 R
1

3(
√

3/2 R2−R2
k−1)

{
Tk ·

∫ π
6
−π6

dα (∫min{R̃k,
√

3
2

R
cosα}

Rk−1
rdr)

+ 2
∫ π

6

cos
(√

3/2R
R̃k

) dα (∫ √3
2

R
cosα

R̃k
TDLC

(
1
6
Pmax
Pav

(
D
r

)γ)
rdr)

}
if

√
3

2 R < R̃k ≤ R
(33)

Numerical results for the average system throughput in the
power control case will be included in the final version of this
paper.

V. CONCLUSIONS

In this work the system throughput has been calculated for
the modulation/coding types as well as the Physical and MAC
Layer characteristics of the HIPERLAN/2 system. Neverthe-
less the presented approach can be applied under the assump-
tion of different propagation laws and system characteristics.
In any case the presented analysis represents a valuable tool to
evaluate the system performance resulting from different de-
sign choices in network planning and/or terminal/base-station
algorithms.
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