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ABSTRACT

We analysethe performanceof the HiperLAN/2pro-
tocol in a multihopenvironment.It is shownbycomputer
simulationthat thelimited transmitter-windowsizeof the
AutomaticRepeatRequest(ARQ)protocol is oneof the
key parameters with respectto the maximumachievable
throughputon a singlehop as well as on an end-to-end
basis.Our resultsindicatethatthecurrentlystandardized
window-sizeis in somecasesan importantbottleneck in
thesystemperformance.
First, theperformanceof thenetworkis evaluatedfor dif-
ferentmodulationandcodingschemesin a scenariowith-
out transmissionerrors. Afterwards, the influenceof the
ARQ-protocolis studiedin thecaseof anerroneouschan-
nel. Simulationresultsindicatethat there is a trade-off
betweensignalling overheadand limitations due to the
transmitter-window.

1 INTRODUCTION
Wirelessnetworks canbe divided into infrastructure-

basedandself organisingnetworks. Traditionally, radio
networks have always beeninfrastructure-based.How-
ever, interest in self organisingnetworks has recently
grown owing to the possiblead hoc deploymentof the
systems.

Whereasad hoc networks were mainly usedby the
military in the past,variousotherapplicationsare fore-
seentoday. ExamplesarePersonalAreaNetworks(PAN)
for short rangecommunicationof small user devices,
WirelessLocal Area Networks(WLAN) mostly for user
anddatacommunicationand In-houseDigital Networks
(IHDN) for audio,video anddataexchange.First com-
munication standardswith ad hoc capability have al-
ready been completed: Bluetooth (a wireless PAN),
IEEE802.11a(aWLAN) andHiperLAN/2 (aWLAN and
IHDN).

Two classesof ad hocnetworkscanbedistinguished:
decentralized andcentralized (also calledclustered) ad
hocnetworks.

In decentralizedadhocnetworkstheaccessschemeas
well asthenetwork managementis completelydecentral-
ized. An exampleof sucha network is the IEEE 802.11
system. Advantagesof decentralizedsystemsare their
simplicity andtheir robustnessagainstfailures.

In centralized networks certain functions like the
MediumAccessControl (MAC) or the Routingareper-
formedby onespecificstationper cluster, the so-called

Central Controller (CC) or Cluster Head. The Hiper-
LAN/2 HomeEnvironmentExtension(HEE)isorganised
in sucha way. Theadvantageof centralizednetworks is
the control of the quality of serviceandthe possiblere-
useof infrastructure-orientedprotocolsandequipment.

It is theaim of this paperto evaluatetheperformance
of acentralizedadhocnetwork basedontheHiperLAN/2
standard.We have presentedthe conceptof sucha net-
work in [1]. The conceptis very similar to the onepre-
sentedin [2]. Sofar this concepthasonly beenanalysed
undertheassumptionof anerror-freechannel[1, 3, 4, 5].
However, the error control protocolcansignificantlyin-
fluencetheperformanceof thesystem.

We will first give a brief overview of theHiperLAN/2
standardandespeciallytheerrorcontrolprotocolin sec-
tion 2. In section3 the performanceof the protocol is
analysedandsimulationresultsarereportedfor a single
clusternetwork. In section4 the multi-clusternetwork
conceptis introduced. In this sectionwe alsostudythe
influenceof differentpropagationconditionsin theclus-
terson thethroughputanddelayperformance.Theinflu-
enceof theerrorcontrolprotocolon theperformanceof
themulti-clusternetwork is treatedin section5. Finally,
someconclusionsaredrawn in section6 .

2 HIPERLAN/2 SINGLE-CLUSTER NET-
WORK

HiperLAN/2 (HL/2) is a wireless Local Area Net-
work (LAN) standardizedby the EuropeanTelecommu-
nicationsStandardisationInstitute (ETSI). In HL/2 two
modesof operationarepossible:� In a base-stationorientedmodethe network is or-

ganizedlike a traditionalcellular radio network, in
which so-calledAccessPoints (AP) actasbasesta-
tionsandaccesspoint to a wiredcorenetwork.� In the ad hoc modeno corenetwork is presentand
the network is self-organising,i. e. one stationis
dynamicallychosento actasanAP, which is called
Central Controller (CC) in the ad hoc mode. The
advantageof this organisationis that thesamecen-
tralizedMAC protocolcanbeappliedin bothmodes
of operation.

2.1 Physical layer
On physical layer Orthogonal FrequencyDivision

Multiplexing (OFDM) with 52 sub-carriersis used.Each



sub-carriercan be modulatedwith four different mod-
ulation schemes(BPSK, QPSK,16QAM and64QAM).
Forwarderrorcorrectionis achievedwith aconvolutional
codewith coderate1/2 andconstraintlength7. Differ-
entcoderates(1/2, 9/16and3/4) canbeachievedby the
applicationof puncturingschemes.A combinationof a
modulationschemeandcoderateis calleda PHY-mode.
With the highestPHY-mode(64QAM3/4) a datarateof
54Mbit/s canbeachieved.

In Fig. 1 thePacket Error Ratio(PER)versustheCar-
rier to InterferenceRatio (

�����
) is shown for the differ-

ent PHY-modes. The curveshave beenderived by link
level simulation[6]. It canbe depicted,that the higher
the PHY-modethe moreits performanceis degradedby
interferenceandnoise.
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2.2 MAC protocol
The AP/CC is responsiblefor building MAC frames

with a constantlengthof 2 ms,i.e. 500OFDM symbols.
InsideaframeadynamicTimeDivisionMultiple Access
(TDMA) structurewith Time Division Duplex (TDD) is
applied. The accessmechanismforeseesthat terminals
requestresourceswithin so-calledShortChannels(SCH)
that are transmittedpiggy-backto one or several data
packets. Data are segmentedand transmittedin pack-
etsof 48byte length, that fit into so-calledLong Chan-
nels (LCH). The AP/CC collectsall Resource Requests
(RR) receivedduring a frameandallocatesresourcesin
thenext MAC frameaccordingly. Theso-calledResource
Grantsof theCC areannouncedin a BroadcastChannel
at thebeginningof eachMAC frame.

2.3 Error Control Protocol
Besidethe FEC on physicallayer, a SelectiveReject

AutomaticRepeatRequest(SR-ARQ)protocolis usedon
DLC layer. To signalerroneouspackets to the sending
terminal partial-bitmapacknowledgmentsare used,i.e.
correctanderroneouspacketsareacknowledgedin form
of a bitmap. An acknowledgement,also called ARQ-
feedback PDU, containsthreeBit Map Blocks (BMB).
EachBMB consistsof 8bits, wherebya 0 bit indicates
anerroredpacketanda1 bit asuccessfulreception.Each
packet is identifiedby a SequenceNumber(SN) that is

definedmodulo1024(10bit). TheSNsto whichthethree
BMBs referaregivenby theirBit MapNumber(BMN).

Thetransmitter(TX) andreceiver(RX) windowsof the
SR-ARQprotocolhaveasizeof 512andtheir indicesare
definedmodulothat number. A biggersizecould result
in ambiguitiesamongtransmitterandreceiver dueto the
SN-spaceof 1024.

Thetransmittercansendpacketsuntil theTX window
is full. Upon receptionof anARQ-feedbackPDU (with
the so-calledCumulativeAcknowledgementbit set to 1)
thebottomof theTX window is shiftedto theSN of the
first 0 in thefirst BMB. ThisopenstheTX window again
andconsequentlyanumberof new packetscorresponding
to thesizeof thewindow shift canbetransmitted.

It is obvious that the probability of a closedTX win-
dow limits themaximumachievablethroughputon DLC
layer. Wewill analysethiseffect in thefollowing section.

If thelifetime of a packethasexpiredafterseveralun-
successfultransmissions,the transmittercan discardit
andinform thereceiveraboutthiswith aDISCARDmes-
sage. Upon acknowledgementof this messagethe TX
window canbeshifted.

3 PERFORMANCE EVALUATION OF THE
ARQ-PROTOCOL

To getrealisticthroughputvalueswe first considerthe
throughputof the Medium AccessControl (MAC) pro-
tocol of HL/2 �
	���
 . In [7] it hasbeenshown that this
throughputis givenby
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In this equation� � 
5� is thenumberof freeLongChan-
nels(LCH) in theMAC-framewhich will beconsidered
asagivennumberin thefollowing. 687:9 � 
�� is thenum-
ber of bytesthat aretransmittedby oneOFDM-symbol
(dependingon thePHY-mode).

To obtainthefinal throughputtheSR-ARQmechanism
hasto betakeninto account.It is known thatthisscheme
ideally resultsin thethroughput(cf. [8]):��; � 
<� � 	=��
 )?>�@&A<BDCFEDG (2)

Insertingeq. 1 and the PER versus
�����

relationsof
Fig. 1 into eq. 2 we obtain the final throughputversus�����

relationsfor the differentPHY-modesillustratedin
Fig. 2.

However, for asingleconnectionthetheoreticalcurves
canonly bereachedwith asufficiently largeTX/RX win-
dow size. For thegivenTX/RX window sizeof 512and
for a singleconnection,the theoreticalthroughputwith
QAM64-3/4cannot bereachedwhich is dueto theclos-
ing of thetransmitterwindow.

Fig. 3 illustratesthesequenceof datatransmissionand
acknowledgementin caseof aDirectLink (DiL) connec-
tion. It can be depictedthat the window can only be
shiftedafter 3 MAC-frames.The maximumthroughput
is thereforeboundedby thesizeof thewindow:

��; � 
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Taking also transmissionerrors into account, the
throughputgetsevenworse,becausethewindow cannot
beshiftedin caseof anerroredpacket. Furthermore,the
transmissioncannot only fail oncebut alsoretransmis-
sionsmaybeerrored.

We have carriedout simulationrunsat thePHY-mode
64QAM-3/4 (cf. 4). The severe impactof the window-
sizeon the maximumthroughputof a singleconnection
especiallyfor highPERbecomesobvious.
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4 MULTI-CLUSTER AD HOC NETWORK
Becausetheone-clustersolutionof theHL/2 standard

restrictsvery muchthe coverageareaof the ad hocsys-

tem,we have presentedin [1] how thenetwork couldbe
extendedto a multi-clustersystem.Eachof the clusters
operatesonasingleanddifferentfrequency. Theclusters
areinter-connectedon MAC level by so-calledForward-
ing Terminals (FT), that are locatedin the overlapping
zonesof the clustersandparticipatein the communica-
tion of several (usually two) clusters. In eachclustera
CC grantsaccessto theradiointeraceto all theterminals
in its cluster. Thisnetwork conceptis illustratedin Fig. 5.

FT2

FT1

CC1

CC2
CC3

Figure5: Cluster-basednetworkingconcept

Becauseeachclusteroperateson a differentfrequency
theFTshaveto switchfrom onefrequency to anotherand
canbepresentin only oneclusterat a time. This mecha-
nismis illustratedin Fig. 6 wherethetwo upperrows of
rectanglesrepresenttheMAC framestructurein two dif-
ferentclustersandthe lowestrow the presencetimesof
theFT in cluster1 and2, respectivelyonfrequency f1 and
f2. It canbeseenthattheMAC framesin thetwo clusters
arein generalnot synchronized.Consequently, theFT is
not only absentduring the frequency switchingtime � �
but losesalsowaiting time �5\ until thebeginningof the
next MAC frame.
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Figure6: Absencetimesof theForwardingTerminal

We have simulatedandalsoanalyticallyvalidatedthe
throughputthat can be achieved with this forwarding
mechanism. The resultsof the simulationsare shown
in Fig. 7, 8 and9 for oneforwardedunidirectionalcon-
nectionanddifferentPHY-modesin sourceanddestina-
tion cluster. To studythe influenceof differentpropaga-
tion conditionsin thetwo inter-connectedclusters,in one
clusteralwaysthehighestPHY-mode64QAM-3/4is em-
ployed,whereasit is variedin theothercluster. In terms
of throughputit doesnot matterwhetherthelower PHY-
modeis employed in the sourceor the destinationclus-
ter. However, asfar asthe delayis concerneda slightly
higherdelayis found if the lower PHY-modeis usedin
thedestinationcluster(cf. Fig. 9) thanif it is usedin the
sourcecluster(cf. Fig. 8). This is dueto the fact thata
lower transmissionrate in the destinationclusterimme-



diatelye resultsin a higher datadelivery delay, whereas
a lower transmissionrate in the sourceclusterdoesnot
changethe fixedpoint in time, whenthe FT switchesto
the othercluster. Therefore,a fastertransmissionin the
sourceclusterhasno influenceonthedelayaslongasthe
throughputlimit is not reached.

The throughputis plottedversusthe numberof MAC
frames that the FT stays in each of the two inter-
connectedclusters.It canbedepictedthat theswitching
andwaiting timesbecomenegligible, whenlargecluster
presencetimesarechosen.Thethroughputconvergesto-
wardshalf of the maximumcapacityin the clusterwith
thelowerPHY-mode,which is differentfor eachspecific
PHY-mode.This is becausetheFT is presentfor half of
the time in oneclusterandhalf of the time in the other
cluster. However, if the switchingcyclesarevery long,
alsothedelayintroducedby the FT becomesbigger(cf.
Fig. 8 and9).

In thesesimulationsanerror-freechannelhasbeenas-
sumedandtheARQ-protocolwasnot employed.
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In order to take the worsepropagationconditionsin
oneof the two clustersinto account,we proposeasym-
metric clusterpresencetimesof the FT. The FT should
stayexactlythatfactorlongerin theclusterwith thelower
PHY-modethat correspondsto the relationbetweenthe
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Modesin thedestinationcluster

achievabledataratesin the two clusters. Fig. 10 illus-
tratesthe performancegain that can be achieved with
the asymmetricpresencetimesfor the caseof 64QAM-
3/4 (with 54Mbit/s) in one and 16QAM-9/16 (with
27Mbit/s) in theothercluster.
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5 INFLUENCE OF TRANSMISSION ERRORS
ON INTER-CLUSTER COMMUNICATION

In this section the performanceof the HiperLAN/2
ARQ-protocolis studiedin amultihopenvironment.This
meansthat in contrastto the previous sectionthe trans-
missionis subjectto errorsandtheARQ protocolis em-
ployed(hopby hop).

5.1 Multi-cluster simulation scenario
A multi-clusterindoor simulationscenariois consid-

ered. The scenarioconsistsof four rooms, in eachof
which one cluster is formed. In total 16 terminalsare
presentat fixed positionsinside the roomsasshown in
Fig. 11. Four terminalsare placedin eachof the four
doorframesinterconnectingthefour rooms.

To limit the complexity of the simulation a single
PHY-modeis applied,which is the highestPHY-mode
(64QAM3/4).Dependingon thesizeof therooms,a cer-
tain

�����
andtherebyPER-valuewill befound.

Twelve terminalsareassociatedexclusively to oneof
the four clusters.In eachcluster, oneof the threetermi-
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Figure11: Multi-clustersimulationscenario

nalsassumestherole of theCentralController(CC) and
the two other terminalsare simple WirelessTermnials
(WT). The four terminalsin the door framesare asso-
ciatedto two clustersat thesametime andserve asFor-
wardingTerminals(FT) in-betweentheclusters.

Regardingthe traffic distribution inside the network,
we have modelled,that communicationbetweenall sta-
tions in the network is equally probable. This results
in 1/4 of the traffic beingin-clustertraffic and3/4 inter-
clustertraffic. With 16stations,8 terminalsconsequently
maintain an in-cluster connection,whereas12 stations
communicatewith astationin oneof thethreeotherclus-
ters. In total 16 permanentduplex connectionsaresimu-
lated.

For eachconnectionthe traffic load is modelledasa
Poissonarrival processof packetswith a constantpacket
lengthof 44byteuserdata.Themeaninter-arrival rateof
the packetsis variedto modeldifferenttraffic load situ-
ationsof thenetwork. All connectionsarebi-directional
andsymmetric.

Regardingtherouting,wehaveassumedroutesin such
a way that the numberof hopsin eachroute was min-
imisedandthatat thesametime thetraffic wasspreadas
muchaspossibleover theentirenetwork.

5.2 Multi-cluster simulation results
We have carriedout simulationsfor PERsof 6% and

0%. For the casewithout transmissionerrors(PER of
0%) we have comparedthe performanceof the system
with ARQ-protocolandthe performancewithout ARQ-
protocol.Fig. 12 summarisesthethroughputachievedin
all threetypesof scenarios(versusthe offeredload of a
singleconnection).

It is interestingto notethatfor a PERof 0% themax-
imum throughputwith andwithout ARQ-protocolis al-
mostidentical(cf. Fig. 12). With ARQ-protocolthesys-
tem goesinto saturationonly a little earlier. Obviously,
thereis almostno TX-window effect, which is owing to
thefactthatthecapacityof aclusteris sharedamongsev-
eralconnections.

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6

T
hr

ou
gh

pu
t p

er
 c

on
ne

ct
io

n 
[M

bi
t/s

]

Offered traffic per connection [Mbit/s]

MAC, 0% errors

EC, 0% errors

EC, 6% errors
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With a PER of 6% the systemsaturatesalreadyat
abouthalf of the offered(end-to-end)load comparedto
the casewithout transmissionerrors. Here,the through-
put limitation dueto a closedTX-window is very notice-
able. This resultis in line with theresultsfor thesingle-
hopcase(Fig. 4), wherethethroughputat a PERof 6%
waseven lessthanhalf the maximumthroughput. The
reasonwhy, in theconsideredscenario,theperformance
is betterthanin thesingle-hop/single-connectioncase,is
again that the cluster-capacityis sharedamongseveral
connections.

As far as the delay is concerned,we have plotted
the ComplementaryDistribution Function(CDF) of the
packetdelayfor eachof thethreescenariosin Fig. 13,14
and15.
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It can be depicted that up to an offered load of
1.1Mbit/s per connectionvery low delaysareachieved
in thescenariowithout ARQ-protocolandwithout trans-
mission errors (cf. Fig. 13). With ARQ-protocol this
throughputboundis a little lower at about1.0Mbit/s (cf.
Fig. 14) asalreadyexplainedabove. In thenon-saturated
statetheCDFof bothcasesis almostidenticalasit would
havebeenexpected.

At aPERof 6% thepacketdelayis significantlyhigher
thanin thescenariowithout transmissionerrorsasit can
be depictedfrom Fig. 15. In this figure the maximum
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throughputof about0.7Mbit/s is also evident, because
thesystemis in saturationfor a loadof 0.75Mbit/s.
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Finally in Fig. 16, 17 and18, the averagepacket de-
lay is shown for eachconnectionanddirection(16 bidi-
rectional,rsp.32 unidirectionalconnections).The main
purposeof thesefiguresis to identify connections,rsp.
paths,which aremoreloadedthantheotherpaths.It can
be seenthat e. g. connections2, 3, 11, 21 and 22 are
almostsaturatedwhereassomeotherconnectionsexpe-
riencea very low packet delay. Obviously thedelaysdo
notonly dependonthepath-loadbut alsoonthelengthof
a connectionin numberof hops.However, a slightly un-
equalloaddistributioncanlimit themaximumthroughput
of the whole network. This hold especiallytrue, if sev-
eralmultihopconnectionspassonesinglecluster(MAC-
limit) or path(TX-window-limit).

One conclusion of the simulations should be that
thereis a trade-off betweensignallingoverheadandthe
TX-window limitation. The TX-window effect can be
avoided as far aspossible,if a new DLC-connectionis
establishedfor eachmultihop-connectiononagivenhop.
In our simulations,we had multiplexed all multihop-
connections,thatpassthroughthesamehop,on a single
DLC-connection.The reasonwasto save the signalling
overheadthat is associatedwith eachDLC-connection.
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Howef ver, it turnsout thatin thiscasetheTX-window ef-
fect becomesverynoticeable,especiallyat highPERs.

We thereforeproposeto bundlemultihopconnections
on a singleDLC connectionas long asthe TX-window
is not closedfrequently. If this happens,an additional
DLC-connectionhasto beopenedin orderto re-openthe
TX-window again.

6 CONCLUSIONS
It wasour aim to assessthe influenceof the HIPER-

LAN/2 Error Control protocol on the performanceof a
single-hopandmultihop ad hoc network. It wasshown
that with a sufficiently large TX/RX-window the proto-
col behaveslikeanidealSR-ARQ(loweringthethrough-
put by a factorof >�@8A�BDCFEDG ). However, with thestan-
dardizedwindow-sizeof 512, the maximumthroughput
is upperboundedby theARQ-protocol.

Neverthelessit hasto be noted,that the upperbound
refersto themaximumthroughputof asingleconnection.
If thecapacityof thesystemis split amongseveralcon-
nections(which will normallybe the case),the theoreti-
cal maximumthroughputof an ideal SR-ARQis nearly
reached.
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