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Abstract— This paper deals with analytical concepts for the
dimensioning of packet switching mobile radio networks. A re-
alistic characterization of source traffic with means of marked
Markovian arrival processes (MMAP) serves as an input process
for a queuing model. The analysis of this model permits to derive
the quantities of interest and allows to determine the achievable
quality of service, which is quantified in terms of utilization and
packet delays. The applicability of the approach is demonstrated
by embedding our analysis into the framework of GSM/GPRS.

I. INTRODUCTION

The advent of the 3rd generation mobile radio commu-
nication systems of the IMT 2000 family such as UMTS
or CDMA2000 is accompanied by a change of the inherent
switching technology. Migrating from 2nd generation chan-
nel switching systems via hybrid systems such as General
Packet Radio Service (GPRS), next generation systems rely
completely on packet switching. Besides the radio aspects
like propagation and interference, further attention has to be
paid to traffic issues. While wired systems are meanwhile
able to provide bandwidth in abundance, the bandwidth for ra-
dio communication is limited by the available frequency spec-
trum, which is a scarce and sometimes tremendously expen-
sive resource. Thus, in contrast to fixed packet switching net-
works, enhanced traffic engineering in mobile radio networks
for an efficient and effective use of capacity is worth the ef-
fort of a closer look. Besides voice transmission, the access
to Internet services is the driving application in communica-
tion networks. For our analytical investigations, we consider
the most popular Internet service – web browsing. We will
show the applicability of our analytical concepts embedded
into the framework of GPRS. We derive the system’s utiliza-
tion, packet delays and discuss an the effects of the correla-
tion structure of the arrival process in an environment with
unsteady radio transmission quality.

II. TRAFFIC MODELING

To allow for analytical modeling, the incoming traffic
streams have to be characterized by stochastic processes at
the point of interest within the system. Dealing with packet
traffic, simple Poisson process modeling fails [1], since Pois-
son processes cannot represent inherent correlation structures
or effects like long range dependence. Another requirement
for the stochastic process is the ability to integrate batch ar-
rivals. On its way through the protocol stack, an application
packet undergoes several segmentation procedures, which re-
sult in batch arrivals of Service Data Units (SDUs) seen by the

next layer. A stochastic process that is able to represent cor-
relation structures and a large group of interarrival time dis-
tributions together with analytical tractability is the Marko-
vian Arrival Process (MAP). The potential power of a MAP
is demonstrated by a result due to Asmussen and Koole [2].
They proved that any stationary point process can be approx-
imated arbitrarily close by a MAP. Performance analysis in
cellular networks makes it necessary to analyze each traffic
flow individually, since the current environment in terms of
radio coverage determines the service process, which might
be different for each user. The extension of the MAP by He
[3] makes it possible to assign an individual service process to
each single arrival event. With the Markovian arrival process
with marked arrivals (MMAP), introduced by He, we are able
to model the required individual arrival and service process of
each user.

A. The Marked Markovian Arrival Process (MMAP)

The MMAP is controlled by an M -state finite Markov chain
with an irreducible generator matrix. The state space con-
sists of k transient phases and comprises an absorbing state.
The duration of the transient phases i, i = 1, . . . , k, is nega-
tive exponentially distributed with parameter λi. The MMAP
is completely described by a set of matrices D0 and Dn,
1 ≤ n ≤ K, where Dn, n ≥ 0 are M ×M matrices. D0 con-
tains negative diagonal elements, nonnegative off-diagonal el-
ements and is assumed to be non-singular. The latter re-
quirement ensures that infinitely many transition epochs are
marked and the arrival process never ceases. The elements of
Dn with 1 ≤ n ≤ K are nonnegative. In addition, we have

D = D0 +

K∑
n=1

Dn, (1)

where D is the irreducible infinitesimal generator of the
Markov process. When the arrival is marked by n, it is called
an arrival of a class n packet. The MMAP permits the analy-
sis of queuing models with multiple non-Poissonian arrival
streams with individual service time distributions for each
stream. The service times of class n packets (n = 1, . . . , K)
that arrive with the transition from state i to state j can be
i.i.d. according to a distribution function Hn,i,j(t) with mean
hn,i,j . In our model, it is not necessary to assign an individual
service time distribution to each state transition. It is suffi-
cient, when each arrival class n can have its own service time
distribution. Thus, the analysis of our model is the analysis



of an MMAPi/Gi/1 queue. Following the analysis in [4],
we define Dn(t) as an M × M matrix whose (i, j)th element
Dn,i,j(t) is given by

Dn,i,j(t) = Dn,i,jHn(t) i, j = 1, . . . , M (2)

The stationary probability vector π of the underlying Markov
chain satisfies

π

K∑
n=0

Dn = 0 and πe = 1, (3)

where e denotes an M × 1 column vector whose elements are
all equal to one. The mean arrival rate λn and the load or
utilization ρn of the queue caused by class n packets is given
by

λn = πDne and ρn = π

∫
∞

0−

t dDn(t)e. (4)

The overall arrival rate and the overall utilization are given by

λ =
K∑

n=1

λn and ρ =
K∑

n=1

ρn. (5)

1) The Virtual Waiting Time: In the following, we consider
a stable queue (ρ < 1), i.e. the queue serves all requests in
finite time. The generator of the underlying Markov chain
after excising the busy periods is given by the M ×M matrix
Q

Q = D0 +

∫
∞

0−

dD(t) eQt (6)

and the stationary state vector of the chain κ, given the system
is idle, obeys

κQ = 0, κe = 1. (7)

The the LST vector of the workload in state j is given by

v∗(s) = (1−ρ)sκ[sI +D0 +D∗(s)]−1, Re{s} > 0. (8)

and (9) provides the LST of the virtual waiting time of each
class k

w∗

k(s) =
v∗(s)Dk

λk

, Re{s} > 0. (9)

The Complementary Cumulative Distribution Function
(CCDF) of the virtual waiting time is obtained by inverting
the following LST:

G∗

Wk
(s) =

1 − w∗

k(s)e

s
, Re{s} > 0. (10)

2) The Sojourn Time: The sojourn time of a packet inside
the system consists of the waiting time or queuing delay and
the service time. Both values are described by random vari-
ables, i.e. the sojourn time is the convolution of both for each
class k

r∗

k(s) =
v∗(s)D∗

k(s)

λk

, Re{s} > 0. (11)

The CCDF of the sojourn time is obtained by inverting the
LST

G∗

Rk
(s) =

1 − r∗

k(s)e

s
, Re{s} > 0. (12)

3) MMAP Representation of PH-Distributions: The MAP
comprises as a special case phase-type (PH) renewal pro-
cesses, introduced by Neuts [5], which is another useful prop-
erty for modeling arrival processes and estimating arrival time
distributions. PH processes contain Erlang, Ek and hyper-
exponential, Hk processes, as well as finite mixtures of those.
A PH renewal process with representation (α,T) is a MAP
with D0 = T and D1 = −Teα.

B. The WWW-Model
To derive an analytical tractable model for web-traffic, we

follow the recent work of Choi [6]. The traffic model is an
on/off-model with alternating phases of packet generation and
silence. An on-phase starts after the arrival and acceptance
of a web request. During this phase, the model generates
the packets corresponding to the requested page. The off-
phase represents a silence period after all objects have been
retrieved. Thus, the on and off-phases equal the page loading
times and page viewing times, respectively.

During the on-phase the page’s objects are loaded. We dis-
tinguish two types of objects: the main object containing the
document’s HTML code and inline objects, such as linked ob-
jects, images or JAVA applets. To fetch all those inline objects
modern browsers open several TCP-connections in parallel af-
ter the successful retrieval of the main object. Choi uses the
following random variables to describe the object’s sizes, the
number of inline objects and the length of the viewing time:

TABLE I
RANDOM VARIABLES DESCRIBING CHOI’S MODEL

Random Variable Mean Standard
Distribution Deviation

tV iew Viewing Time 39.5 s 92.6 s
Weibull

nInline No. of inline objects 5.55 11.4
Gamma

sMain Size of main object 10 kB 25 kB
Log-Normal

sInline Size of inline objects 7.7 kB 126 kB
Log-Normal

Since we aim at a representation of the web-model, which
completely consists of exponential phases in order to be ana-
lytical tractable, we fit a PH-distribution to the simulated on-
phase durations, using the EM algorithm of [7]. The duration
of the off-phase of Choi’s model is described by a heavy tailed
Weibull distribution. Since this heavy tailed property is essen-
tial in performance evaluation, it has to be kept in the analyti-
cal model. Based on the work of Feldmann and Whitt [8], we
have extended their algorithm to represent heavy tailed dis-
tributions by hyper-exponential distributions. Deviating from
[8], we fit the exponential phases at the points determined by
the algorithm to the original distribution function and to its
derivative, which is available in closed form for the Weibull-
distribution. For further optimization, we piece-wisely lin-
earize the CCDF and use linear programming and the simplex



TABLE II
PARAMETERS OF THE WWW-MODEL

Maximum Segment Size (MSS) 536 byte
TCP-header 20 byte
IP-header 20 byte
On-phase arrival rate λOn 6.667 1/s
Overall arrival rate λWWW 1.942261/s
Mean Data Rate 8.95 kbit/s
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Fig. 1. Comparison of the analytical derived interarrival time CCDF of
Choi’s model with the CCDF obtained by simulation

algorithm. Fig. 1 shows a good agreement between the ar-
rival time’s CCDFs obtained by simulation and the analytical
model.

To obtain the packet interarrival time distribution of the su-
perposition of two or more WWW-users, the single processes
can be aggregated by means of Kronecker sums. Since our
model comprises 10 states, it becomes intractable with the
aggregation of 3 or more processes. Therefore we approx-
imate two aggregated distributions using our approximation
algorithm with optimization, before another process is super-
imposed. The resulting PH-distributions of the superposition
of up to 10 WWW-processes are depicted in Fig. 2. The right
part shows the CCDF’s tails and it can be clearly seen that the
heaviness of the tails declines from a nearly parallel run to the
x-axis for one source to a more exponential behavior for the
aggregation of 10 sources. We use the MMAP representation
of the PH distribution for describing the arrival process, see
Sec. II-A.3.
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Fig. 2. CCDF of packet interarrival times for simultaneous operation of 1 to
10 WWW-users

III. THE UNRELIABLE RADIO LINK

Radio links suffer from unreliable transmission causing
packet error rates several orders of magnitude higher than in
fixed networks. Error recovery schemes based on retransmis-
sions of flawed packets create additional load on the radio link
that cannot be neglected due to the comparable low bandwidth
of the radio link. Several parameters, such as signal strength,
co- and inter-channel interference and fading processes, influ-
ence the transmission quality. These effects impair the trans-
mission quality, lead to bit errors that, if not possible to cor-
rect, accumulate to packet errors. Automatic Repeat Request
(ARQ) schemes try to recover packet or block errors by re-
transmitting flawed packets. Unfortunately also retransmit-
ted packets are in danger to be corrupted once again. Hence,
when describing the retransmission process, not only the first
retransmissions have to be taken into account, but also the suc-
ceeding transmission attempts have to be considered.

In our analytical model, we incorporate packet transmis-
sion, transmission of acknowledgments and packet retrans-
missions into the service process and describe these effects
with means of individual service time distributions. Link
level simulations provide some insight into the wireless chan-
nel’s behavior and serve as an input to derive the correspond-
ing service time distributions. In [9], we use n-point distri-
butions to model the required number of transmission slots
service, while in the following we apply PH-distributions fit-
ted to stochastic link level simulation results using the EM-
algorithm [7].

IV. GPRS

The General Packet Radio Service (GPRS) in GSM pro-
vides packet-switching logical channels (Packet Data CHan-
nel, PDCH) for data applications. At the air-interface with its
time division multiple access (TDMA) scheme the radio re-
sources are assigned to the mobile station only temporarily on
a per-packet basis. The PDCH’s basic transmission unit is a
radio block that requires four time slots in four consecutive
TDMA frames. The length of a TDMA-frame is 4.615 ms
and every 13th burst is not used for transmission. Thus, the
mean transmission time of a radio block of 456 bits sums up
to 20 ms, provided only 1 PDCH per frame is available for
GPRS. Four different coding schemes (CS) are defined pro-
viding data rates from 9.05 kbit/s to 21.4 kbit/s, see Tab. III.
Since in GPRS the access of all eight slots of a TDMA frame
is foreseen, data rates up to 160 kbit/s can be achieved. For the
single mobile station its Multi Slot Capability (MSC) defines
how many consecutive slots within the TDMA-frame may be
used. Currently defined are MSC1, MSC2 and MSC4 [10] but
we also consider MSC8.

A. Modeling the Service Process

We use a non-frequency selective wireless channel model
that comprises slow and fast fading, Doppler shifts caused by
the mobile station’s movement and appropriate power spectral
densities. Our model is based on the work of Loo [11]. The
channel model provides a stochastic description of the fading



TABLE III
GPRS CODING SCHEMES (CS)

CS 1 CS 2 CS 3 CS 4

Code rate 1/2 ≈ 2/3 ≈ 3/4 1
Data rate [kbit/s] 9.05 13.4 15.6 21.4
MAC/RLC block size [bit] 181 268 312 428
RLC information field size (payload) [bit (byte)] 152 (19) 232 (29) 280 (35) 392 (49)
Number of MAC/RLC blocks per IP-packet 31 21 17 12

1e−05

0.0001

0.001

0.01

0.1

1

20 40 60 80 100 120 140 160
1e−06

1e−05

0.0001

0.001

0.01

0.1

1

20 40 60 80 100 120 140 160 180

P
 (

>t
)

No. of SlotsNo. of Slots

P
 (

>t
)

Simulation
Approximation

6dB

8dB

10dB

12dB

16dB

30dB
30dB

8dB

6dB

CS 2
v = 50km/h

Fig. 3. No. of required slots for the transmission of one IP-packet, CS 2 and
v=50 km/h. Left: Approximation vs. Simulation. Right: Approximation

process that serves as an input for a GMSK-demodulator and a
channel decoder. The decoder’s parameters are set according
to the four CS, see [12]. With the parameters given in Tab. II
the arrival of an IP-packet is equivalent to the arrival of 576
bytes of data at the Subnet Dependent Convergence Protocol
(SNDCP) level. Further segmentation, header expansion and
the generation of a Frame Check Sequence (FCS) of 3 bytes
takes place at Logical Link Control (LLC), Medium Access
Control and Radio Link Control (RLC) level. Thus, the ar-
rival of an IP-packet corresponds to a batch arrival of Pro-
tocol Data Units (PDU) at RLC-level. The CS determines
the size of those batches, depending on the different num-
ber of payload bits each RLC-PDU can carry. The last row
of Tab. III shows how many RLC-PDUs are needed to carry
one IP-packet. E.g., with CS 1, 31 RLC-PDUs, transmitted in
124 burst, are needed for an errorfree transmission of one IP-
packet. Starting with an segmented IP-packet, we determine
the n-point distribution of the overall number of slots neces-
sary to transmit the corresponding number of RLC-blocks.
With degrading channel quality, the packet error probability
rises and as a result the number of required slots attempts
increases. In the next step we approximate the obtained n-
point distribution by a continuous PH-distribution. Although
an n-point distributed service process is analytical tractable,
see [9], convolution and mixture operations are more conve-
nient dealing with PH-distributions. Fig. 3 shows the CCDFs
of the required numaber of slots to transmit one IP-packet with
CS 2 and at a mobile speed of v=50 km/h. The left part of the
figure compares the simulated distribution with the fitted dis-
tribution. The PH-distributions comprise 8 to 14 states and
although Fig. 3 shows a good agreement, the first 3 moments
and the area between the two curves are considered as an ad-
ditional goodness of fit measure. For starting a retransmis-
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sion the sender needs to receive an negative acknowledgment
(NACK). Generating and transmitting the NACK also takes
time. In our calculations, we have not considered this ad-
ditional delay, but, once quantified in terms of a probability
density, it would fit into our model by convoluting its density
with the derived PH service time density.

B. Analytical Dimensioning

To gain some insight into the system, we consider the
downlink and model one GPRS radio cell as a queuing system
with a single server. For each user, individual service time dis-
tributions are applied, reflecting different coding schemes and
radio channel conditions. Due to space restrictions, we limit
our discussion to CS 2, which is currently the most frequently
used CS. For a discussion of the coding scheme’s impact, see
[9]. We are interested in calculating the system’s utilization
caused by the IP-traffic originating from web-browsing and
in experienced delays. We calculate these quantities for CS 2
depending on the mean C/I ratio and the number of available
PDCHs. The system’s utilization is calculated using (4) and
(5). The waiting time and sojourn time CCDF are given as
their LST in (10) and (12). We obtain the moments by differ-
entiation and use numerical inversion algorithms, such as in
[13] to reveal the run of the CCDF in the time domain.

C. Discussion of Results

In the following, we select the delay experienced by an IP-
packet as the quantity of interest for dimensioning the system.
The delay comprises the queuing delay and the transmission
delay, i.e. the delay is given as the sojourn time of the packet
in the queue.
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The left part of Fig. 4 shows the mean delay of a single IP-
packet vs. mean C/I for 1,2,4 and 8 PDCHs. With decreasing
C/I the system’s load increases, since more and more packets
have to be retransmitted. Depending on the number of PD-
CHs, the delay increases asymptotically (note the logarithmic
scaling) with decreasing C/I, since the system is flooded by an
avalanche of retransmission until the queue becomes unstable
(ρ > 1). The mean delay for a single IP-packet is remark-
able high. Even for nearly errorfree transmission at C/I values
around 30 dB, it takes more than 10 s on average to transmit
a single IP-packet even with 2 PDCHs. Since the queue is
only moderately loaded, this cannot cause the high delay. A
comparison of the arrival process to a Poisson arrival process
that creates the same load (right part of Fig. 4), reveals that the
correlation structure of the WWW arrival process is responsi-
ble for the queuing delay. This effect should be quantified and
studied in more detail.

In Fig. 5, we examine the CCDF of the delay for a single
user, 4 PDCHs, CS 2 and different C/I values. Although the
arrival process exhibits some heavy tailed properties and de-
spite the PH service time distribution, the CCDF of the delay
shows an exponentially decaying behavior. The service pro-
cess determines the run of the curve for probabilities near one.
Originating from Fig. 3, a small decrease in the C/I value leads
to a large increase in delays, especially for low C/I values.

Fig. 6 exhibits, how the packet delay is affected by scaling
the scenario. Starting with 1 user the load is increased by in-
creasing the number of WWW users. With 8 PDCHs, MSC 8,
CS 2 and errorfree transmission, the system is able to support

up to 9 WWW-users. Increasing the load near the system’s ca-
pacity limit has to be paid by an unproportional high increase
in delay. The left part of Fig. 6 shows the scalability for 2, 4
and 8 PDCHs (note the logarithmic scaling).

V. CONCLUSIONS

We presented some analytical concepts for dimensioning
packet switching mobile radio networks and showed how to
describe the system’s behavior aiming at analytical tractable
models for source traffic and radio link characterization.
Based on the concepts outlined in [9], we replaced the some-
what theoretical service time description by phase type distri-
butions obtained from link level simulations and made another
step closer to reality. The properties of PH service time dis-
tributions permit the extension of the model e.g. by mixtures
or convolutions of service time distributions without loosing
its analytical tractability. The results reveal the importance
of the correlation structure of the arrival process and its im-
pact on the queuing delay. It can be expected that correlated
service time distributions also affect the performance. There-
fore, link level investigations should also address the correla-
tion of packet errors. Since MMAP-modeling permits the as-
signment of an individual service time to each arriving packet,
correlated service time processes can be incorporated into the
modeling approach.
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